Abstract. We study two types of divergence-free fluid flows on unbounded domains in two and three dimensions — hyperbolic and shear flows — and their influence on chemotaxis and combustion. We show that fast spreading by these flows, when they are strong enough, can suppress growth of solutions to PDE modeling these phenomena. This includes prevention of singularity formation and global regularity of solutions to advective Patlak-Keller-Segel equations on \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \), confirming numerical observations in [49], as well as quenching in advection-reaction-diffusion equations.

1. Introduction and Main Results

In this paper we study a fast spreading scenario, a dispersive phenomenon in which a density \( n \geq 0 \), subject to advection, diffusion, and a nonlinear interaction \( N \) modeled by the PDE
\[
\partial_t n + A u(x) \cdot \nabla n = \Delta n + N(n),
\]  
undergoes rapid stretching in a preferred direction dictated by the incompressible advecting velocity field \( u \) with a large amplitude \( A \gg 1 \). We shall consider this setup in two as well as three spatial dimensions, with the following two types of (divergence-free) advection regimes.

(A1) Hyperbolic flow regime: \( u(x) := (-x_-, x_d) \) on \( \mathbb{R}^d \), with \( x_- := \frac{1}{d-1} (x_1, \ldots, x_{d-1}) \) and hence advective stretching in the \( x_d \)-direction.

(A2) Shear flow regime: \( u(x) := (u(x_-), 0_-) \) on \( \mathbb{R} \times \mathbb{T}_d^{d-1} \), with \( x_- := (x_2, \ldots, x_d) \) and hence advective stretching in the \( x_1 \)-direction.

We chose the stretching directions in the two cases above so that they agree with classical literature on hyperbolic and shear flows. We will now consider the following two types of nonlinearities, the motivation for which we discuss in more detail below.

(N1) Patlak-Keller-Segel (PKS) type nonlinearity: \( N(n) := -\nabla \cdot (n \nabla (-\Delta)^{-1} n) \), modeling cell aggregation driven by the gradient of the concentration of a cell-excreted chemoattractant.

(N2) Ignition type nonlinearity: \( N(n) := f(n) \), with a Lipschitz reaction function \( f \geq 0 \) such that \( f > 0 \) on \((\alpha, 1)\) for some ignition temperature \( \alpha \in (0, 1) \), modeling combustion.

When \( A = 0 \), the non-linearity (N1) is strong enough to enforce finite time blow-up of non-negative solutions, while (N2) results in \( \liminf_{t \to \infty} n(t, x) \geq 1 \) locally uniformly for all initially large enough non-negative solutions (see below). While the added large incompressible advection term \( A u(x) \cdot \nabla n \) is “neutral” with respect to \( L^p \)-energy balance for any \( p \geq 1 \), the resulting fast spreading can still act against these effects of the nonlinearity in both cases and result in strong damping of the uniform norm of solutions. We will show here that this indeed happens for the various combinations of the flows (A1), (A2) and nonlinearities (N1), (N2) in two and three dimensions, yielding singularity prevention for (N1) and quenching for (N2).
1.1. **Hyperbolic Flow Regime.** We will first consider (1.1) with the flow (A1). It is natural to study this model by rescaling time to obtain
\[ \partial_t n + (-x_-, x_d) \cdot \nabla n = A^{-1} \Delta n + A^{-1} \mathcal{N}(n), \]
and then consider this PDE as a perturbation of the linear equation
\[ \partial_t \rho + (-x_-, x_d) \cdot \nabla \rho = A^{-1} \Delta \rho \]
at times \( t \ll A \) (i.e., \( t \ll 1 \) before rescaling). The task is now to control the size of this perturbation, to which end one can try to employ energy-type arguments, as well as to demonstrate sufficiently fast decay for the passive scalar dynamics of \( \rho \) for times \( t \ll A \) (both for large enough \( A \)), and then iterate this process in order to encompass larger times as well. We will do so here for both nonlinearities (N1) and (N2).

**Case (A1) + (N1).** This is the \( d \)-dimensional Patlak-Keller-Segel model with hyperbolic flow
\[ \partial_t n + A(-x_-, x_d) \cdot \nabla n = \Delta n - \nabla \cdot (n \nabla (-\Delta)^{-1} n), \quad x = ((d - 1)x_-, x_d) \in \mathbb{R}^d, \]
with initial data \( n(0, x) = n_0(x) \geq 0 \) and \( d \in \{2, 3\} \). Such equations model chemotaxis phenomena of biological organisms in fluid streams, with \( n \) and \( c := (-\Delta)^{-1} n \) corresponding to the densities of cells and chemoattractants released by them, respectively. The cell density is subject to diffusion and chemical-triggered aggregation, as well as advection by the underlying fluid flow. It is also assumed here that the chemoattractant diffuses much faster than the cells themselves, which motivates the relationship \( c = (-\Delta)^{-1} n \). We note that the (1.3) is one of many models incorporating the fluid advection effect (see, e.g., [23, 29, 35, 54–57, 64, 66]).

In the absence of advection, (1.3) is the classical Patlak-Keller-Segel (PKS) model [48, 61], whose variations have received considerable attention in mathematics and science. Since the literature on the subject is vast, we cannot list all of it here and instead refer the interested reader to the review [43] and some of the representative works [15, 17–21, 24, 39, 45, 60] as well as references therein. In two spatial dimensions \( d = 2 \), it is well-known that if the initial mass \( \| n_0 \|_1 \) is below \( 8\pi \), then (1.3) with \( A = 0 \) admits global smooth solutions. Above this threshold aggregation dominates diffusion, resulting in a Dirac-type singularity formation in finite time [21, 45]; and at the borderline, solutions with finite second moments remain regular and form Dirac masses as time approaches infinity [20]. On the other hand, when \( d = 3 \) and \( A = 0 \), solutions with \( \| n_0 \|_{3/2} \) small enough are known to exist globally [28, 62], while finite time blow-up can occur for solutions with arbitrarily small masses [28].

The first work studying blow-up suppression in chemotaxis models by strong flows is the paper [50] by Kiselev-Xu, where they applied strong relaxation enhancing flows introduced by Constantin-Kiselev-Ryzhik-Zlatoš in [27] to suppress singularity formation in (1.3) on \( \mathbb{T}^d \) (\( d \in \{2, 3\} \)). This was later generalized to the fractional diffusion setting in [41]. Singularity suppression in PKS models by strong shear flows on the same domains was studied by Bedrossian-He [7] and He [37], with \( \| n_0 \|_1 < 8\pi \) needed for positive results when \( d = 3 \), while Iyer-Xu-Zlatoš obtained similar results without the limitation on \( \| n_0 \|_1 \) for cellular and other flows that sufficiently enhance diffusion on \( \mathbb{T}^d \) and on \([0, 1]^d \) in [44].

These results all hold on tori, and most (except for [7, 37]) rely on strong mixing properties of the corresponding flows. The flows (A1) and (A2) are both very basic and classical examples of advective motions but neither has such properties. They stretch the solutions in a single direction but unlike relaxation enhancing and cellular flows, they do not speed up “communication” between any two regions of the domain (this is also the reason for the hypothesis \( \| n_0 \|_1 < 8\pi \) in the three-dimensional shear-flow case from [7]). Moreover, one cannot extend the above results to unbounded domains by simple periodization because (1.3) does not have a maximum principle.

In fact, the only prior result on \( \mathbb{R}^2 \) is in the paper [38] by He-Tadmor, where the fast-splitting hyperbolic flow (A1) was shown to suppress blow-up in (1.3) for solutions with \( \| n_0 \|_1 < 16\pi \) as
well as additional structural assumptions. We substantially improve here this result by removing both these limitations, and also extend it to $\mathbb{R}^3$. In particular, the flow (A1) prevents finite time singularity formation for solutions with arbitrarily large masses in dimensions two and three when its amplitude $A$ is sufficiently large.

**Theorem 1.2.** Let $n$ solve (1.3) with initial data $0 \leq n_0 \in L^1(\mathbb{R}^d) \cap H^2(\mathbb{R}^d)$ satisfying $|x|^2 n_0(x) \in L^1(\mathbb{R}^d)$ and $d \in \{2, 3\}$. There is $A_0 = A_0(\|n_0\|_{L^1 \cap H^2})$ such that if $A > A_0$, then \( \sup_{t \geq 0} \|n(t, \cdot)\|_{L^\infty} < \infty \).

We also prove asymptotic decay of solutions in three dimensions.

**Theorem 1.2.** When $d = 3$, in Theorem 1.1 we also have \( \|n(t, \cdot)\|_{L^2} \leq t^{-1/2} \) for all $A > A_0$ and $t \geq 1$. In fact, for these $A$ and $t$ we have $\int_{B(0, t^{1/4})} n(t, x) dx \leq t^{-1/8}$, showing that asymptotically in time, all the mass of the solution will escape to infinity.

We note that one can obtain the same results for the flow $-u$ (which equals $u$ up to rotation in 2D but not in 3D), by proving an analog of Corollary 2.1 below for this flow.

**Remark.** In the above results, the key property of the hyperbolic flow is that its dissipation time converges to 0 as $A \to \infty$ (this is the same for the shear flows with no plateaus discussed below). Similarly to [44], we define the dissipation time of a divergence-free (time-independent) flow $u$ to be the smallest $\tau > 0$ (which we denote by $\tau(u)$) such that the solution operator $S^u_\tau$ for the PDE

$$
\partial_t \rho + u(x) \cdot \nabla \rho = \Delta \rho
$$

satisfies $\|S^u_\tau\|_{L^1 \to L^\infty} \leq \frac{1}{2}$ (in [44], $\|S^u_\tau\|_{L^2 \to L^2}$ was used instead). Our proofs of the above results then show that they hold for any divergence-free flow $u$ in place of $(-x_-, x_d)$ that grows at most linearly as $|x| \to \infty$ and satisfies Theorem A.1 below (local well-posedness for (1.3)) as well as $\lim_{A \to \infty} \tau(Au) = 0$ (the latter holds for the hyperbolic flow by Corollary 2.1). Indeed, one then only needs to replace $10 \log A$ by $A \tau(Au)$ in the proof of Theorem 1.1 (which concerns the rescaled problem (1.2)), so this is $\tau(Au)$ before temporal scaling), because then one can use the definition of $\tau(Au)$ instead of Corollary 2.1 to obtain the crucial estimate (2.24).

**Case (A1) + (N2).** This is the advection-reaction-diffusion equation

$$
\partial_t n + A(-x_-, x_d) \cdot \nabla n = \Delta n + f(n), \quad x = ((d - 1)x_-, x_d) \in \mathbb{R}^d, \tag{1.4}
$$

with $n(0, x) = n_0(x) \geq 0$ and $d \in \{2, 3\}$. Since the foundational papers of Kolmogorov-Petrovskii-Piskunov [52] and Fisher [34], reaction-diffusion equations have been used to model multiple phenomena, including combustion, chemical kinetics, population dynamics, morphogenesis, and nerve pulse propagation. It would again be impossible to list here all the relevant works and we only mention a small cross section of the vast literature [1, 11–13, 25, 33, 36, 40, 58, 59, 63, 65, 68–70, 74].

Some of the above phenomena occur inside a fluid medium, which may be subject to advection that is either imposed (passive) or generated by the reactive process (active). This may be the case, in particular, for population dynamics in rivers and seas, as well as for various combustion phenomena such as burning in internal combustion engines or nuclear reactions in stars. The effects of such advection on the reactive process are two-fold and in a sense opposite. On the one hand, the fluid flow may enhance the spread of substances to distant places and hence increase the influence range of the reactive process. On the other hand, this spreading effectively reduces density of the substance and may lessen the mean impact of the reaction, possibly up to the point of quenching it. The interplay of these two effects may have a profound impact on the reactive dynamics, particularly if the advection is strong, and this has recently been studied in many works including [2, 14, 26, 27, 30, 46, 51, 72, 73].

We consider here the effect of strong hyperbolic flows on ignition reactions (N2), modeling combustion in flammable substances. In this setting, $n$ in (1.4) is the temperature of the substance, and the reaction function $f$ models the combustive process, with burning only occurring above the
Theorem 1.3 (Reaction-diffusion + hyperbolic flow). Let $n$ solve (1.4) with $f$ from (N1), initial data $0 \leq n_0 \in L^1(\mathbb{R}^d)$ and $d \in \{2,3\}$. There is $A_0 = A_0(||n_0||_{L^1}, f)$ such that if $A \geq A_0$, then $\lim_{t \to \infty} ||n(t,\cdot)||_{L^\infty} = 0$.

1.2. Shear Flow Regime. We next turn to (1.1) with the flow (A2). Our study of the PKS model with this type of advection is inspired by the above mentioned papers [26,51] for advection-reaction-diffusion equations. Similarly to them, we will consider here the PDE in the infinite channel $\mathbb{R} \times \mathbb{T}^{d-1}$, and in its analysis we will not use the temporal scaling by factor $A$ that we applied in the case of the flow (A1).

Case (A2) + (N1). This is the $d$-dimensional Patlak-Keller-Segel model with shear flow
\[
\partial_t n + Au(x_-)\partial_x_1 n = \Delta n - \nabla \cdot (n\nabla(-\Delta)^{-1}n), \quad x = (x_1,x_-) \in \mathbb{R} \times \mathbb{T}^{d-1},
\]
with $n(0,x) = n_0(x) \geq 0$ and $d \in \{2,3\}$. Enhanced dissipation effects of shear flows on $\mathbb{T}^2$ and $\mathbb{T} \times \mathbb{R}$ (i.e., with closed streamlines), as well as their impacts on hydrodynamic stability of these flows, have been studied extensively in recent years (see, e.g., [3–6,9,10,31,67,71] and references therein). The effects are caused by advection-induced phase mixing, which sends information to higher and higher Fourier modes and thereby amplifies diffusion.

On $\mathbb{R} \times \mathbb{T}^{d-1}$, the role of mixing by shear flows is instead replaced by spreading [26,51]. In both cases, however, plateaus of the flows stand in the way of mixing/spreading by these flows, even when their amplitudes are large. We therefore assume, as in [26], that $u \in C^\infty(\mathbb{T}^{d-1})$ and the set
\[
P_u := \{x_2 \in \mathbb{T} \mid 0 = u'(x_2) = u''(x_2) = \ldots\}
\]
in the case $d = 2$ is empty, with the corresponding assumption for $d = 3$ being
\[
P_u := \{(x_2,x_3) \in \mathbb{T}^2 \mid \partial_{x_2}^\alpha \partial_{x_3}^\beta u(x_2,x_3) = 0 \text{ for all } (\alpha,\beta) \in (\mathbb{N} \cup \{0\})^2 \setminus \{(0,0)\}\}.
\]
These will ensure fast decay of solutions to the associated linear PDE
\[
\partial_t \rho + Au(x_-)\partial_x_1 \rho = \Delta \rho
\]
(see Lemma 3.1 below), which will ultimately allow us to obtain our main result for shear flows.

Theorem 1.4 (PKS + shear flow). Let $n$ solve (1.5) with initial data $0 \leq n_0 \in L^1(\mathbb{R} \times \mathbb{T}^{d-1}) \cap H^2(\mathbb{R} \times \mathbb{T}^{d-1})$ and $d \in \{2,3\}$. If the flow profile $u \in C^\infty(\mathbb{T}^{d-1})$ has no plateaus (i.e., $P_u = \emptyset$), then there is $A_0 = A_0(||n_0||_{L^1 \cap H^2}, u)$ such that if $A \geq A_0$, then $\sup_{t \geq 0} ||n(t,\cdot)||_{L^\infty} < \infty$. 

ignition temperature $\alpha$. While we will only assume that $n \geq 0$, often considers solutions $0 \leq n \leq 1$, with 1 being the (normalized) maximal possible temperature, which motivates letting $f \equiv 0$ on $(-\infty,0] \cup [1,\infty)$. The latter of course guarantees that $0 \leq n \leq 1$ whenever $0 \leq n_0 \leq 1$. It is then well-known [1,47] that when $A = 0$, solutions that are initially greater than $\alpha + \epsilon$ on a ball with radius $R_\epsilon$ will converge locally uniformly to 1 as $t \to \infty$ (for each $\epsilon > 0$ and some $R_\epsilon$). That is, sufficiently extended initial flames will propagate.

However, this picture may change dramatically in the presence of strong flows. In fact, Constantin-Kiselev-Ryzhik showed in [26] that strong shear flows profiles on $\mathbb{R} \times \mathbb{T}$ that do not have plateaus (i.e., regions where they are constant) can quench arbitrarily large (compactly supported) initial temperatures, provided the flow amplitude is large enough (this was later extended to shear flows with small enough plateaus by Kiselev-Zlatoš [51], as well as to periodic cellular flows on $\mathbb{R} \times \mathbb{T}$ and $\mathbb{R}^2$ by Fannjiang-Kiselev-Ryzhik [30] and Zlatoš [73]). By quenching we mean that $||n(t,\cdot)||_{L^\infty}$ drops below $\alpha$ at some time $t_0$, after which the reaction stops and the solution will only be subject to advection and diffusive decay (since it will remain below $\alpha$ forever). Our next result is the same conclusion for the hyperbolic flows (A1) on $\mathbb{R}^2$ and $\mathbb{R}^3$ (we note that the eventual linear dynamics then decays as $e^{-At}$, which follows from rescaling the bounds in Corollary 2.1 below).
We recall that, as mentioned above, shear flows (A2) on the 3D domains $\mathbb{T}^3$ (as well as $\mathbb{T} \times \mathbb{R}^2$) can only prevent blow-up of solutions with $|n_0|_1 < 8\pi$ [7]. Theorem 1.4 shows that such a limitation is not present in our fast spreading scenario of strong shear flows (A2) on $\mathbb{R} \times \mathbb{T}^2$.

We also note that this result easily extends to infinite cylinders $\mathbb{R} \times \Omega$ in place of $\mathbb{R} \times \mathbb{T}^2$, with smooth bounded domains $\Omega \subseteq \mathbb{R}^{d-1}$ and Neumann boundary conditions for $n$ and $c$.

Case (A2) + (N2). This model was introduced in [26], where the authors proved that shear flows with no plateaus in two dimensions do quench solutions with arbitrarily large $L^1(\mathbb{R} \times \mathbb{T})$ initial data (this result can be easily extended to three dimensions, see Lemma 3.1 and the proof of Theorem 1.3 below). That of course settles this case in our analysis. We also note that a sharp condition for quenching arbitrarily large initial data by a given shear flow profile $u$ on $\mathbb{R} \times \mathbb{T}$ (with a sufficiently large amplitude $A$), which allows $P_u$ to contain any intervals shorter than a specific $f$-dependent threshold, was obtained in [51].

The paper is organized as follows. In Section 2, we study the hyperbolic flow regime and prove Theorems 1.1, 1.2, and 1.3. In Section 3 we consider the shear flow regime and prove Theorem 1.4. We prove the relevant well-posedness and regularity results in the appendix.

2. Hyperbolic Flow Regime

2.1. Estimates on the Linear Evolution. Let us first derive the formula for the Green’s function of the passive scalar equation (with time re-scaled by $A$ relative to (1.3))

$$\partial_t \rho + (-x_-, x_d) \cdot \nabla \rho = A^{-1} \Delta \rho, \quad x = ((d-1)x_-, x_d) \in \mathbb{R}^d,$$

(2.1)

with $\rho(0, x) = \rho_0(x)$ and $d \in \{2, 3\}$. We have the following lemma.

Lemma 2.1. Solutions to the diffusive passive scalar PDE (2.1) have the following form.

(i) In the 2D case, with $x = (x_1, x_2) \in \mathbb{R}^2$:

$$\rho(t, x) = \frac{A}{4\pi \sinh t} \int \int \exp \left\{ -\frac{|x_2 e^{-t} - x_2'|^2}{2A^{-1}(1 - e^{-2t})} - \frac{|x_1 e^t - x_1'|^2}{2A^{-1}(e^{2t} - 1)} \right\} \rho_0(x') dx'. \quad (2.2)$$

(ii) In the 3D case, with $x = (x_1, x_2, x_3) \in \mathbb{R}^3$:

$$\rho(t, x) = \frac{A^{3/2}}{2^{5/2} \pi^{3/2} \sqrt{e^{2t} - 1} (1 - e^{-t})} \int \int \exp \left\{ -\frac{|x_3 e^{-t} - x_3'|^2}{2A^{-1}(1 - e^{-2t})} - \frac{|(x_1, x_2)e^{t/2} - (x'_1, x'_2)|^2}{4A^{-1}(e^t - 1)} \right\} \rho_0(x') dx'. \quad (2.3)$$

Proof. We begin with the 2D case. Since the vector field $(-x_1, x_2)$ is divergence-free, the equation (2.1) can be rewritten as

$$\partial_t \rho + \nabla \cdot ((-x_1, x_2) \rho) = A^{-1} \Delta \rho. \quad (2.4)$$

By direct calculation we observe that (2.2) respects the tensor product structure of the solution, i.e., if the initial data is of the form $\rho_0(x_1, x_2) = \rho_{1,0}(x_1)\rho_{2,0}(x_2)$, and $\rho_1(t, x_1)$ and $\rho_2(t, x_2)$ solve the following equations

$$\partial_t \rho_1(t, x_1) - \partial_{x_1} \rho_1(t, x_1) = A^{-1} \Delta_{x_1} \rho_1(t, x_1), \quad \rho_1(0, x_1) = \rho_{1,0}(x_1),$$

$$\partial_t \rho_2(t, x_2) + \partial_{x_2} \rho_2(t, x_2) = A^{-1} \Delta_{x_2} \rho_2(t, x_2), \quad \rho_2(0, x_2) = \rho_{2,0}(x_2),$$

then $\rho(t, x_1) = \rho_1(t, x_1)\rho_2(t, x_2)$ is a solution to the equation (2.1).

Next we solve the equations (2.3) and (2.4) explicitly. The change of variables

$$\rho_2(t, x_2) = e^{-t} N(\tau, X_2), \quad (\tau, X_2) = \left(1 - \frac{e^{-2t}}{2}, \frac{x_2}{e^t} \right)$$

transforms (2.4) into the heat equation

$$\partial_\tau N = A^{-1} \Delta_{X_2} N, \quad N(0, X_2) = \rho_{2,0}(x_2),$$

(2.5)
which is solved by
\[ N(\tau, X_2) = \frac{1}{\sqrt{4\pi A^{-1}\tau}} \int_{\mathbb{R}} \exp \left\{ -\frac{|X_2 - x_2'|^2}{4A^{-1}\tau} \right\} \rho_{2,0}(x_2') dx_2'. \]

From this and (2.5) we have
\[ \rho_2(t, x_2) = \frac{1}{\sqrt{2\pi A^{-1}(e^{2t} - 1)}} \int_{\mathbb{R}} \exp \left\{ -\frac{|x_2e^{-t} - x_2'|^2}{2A^{-1}(1 - e^{-2t})} \right\} \rho_{2,0}(x_2') dx_2'. \quad (2.6) \]

Similarly, the change of variables
\[ \rho_1(t, x_1) = e^{t}M(\tau, X_1), \quad (\tau, X_1) = \left( \frac{e^{2t} - 1}{2}, x_1e^{t} \right) \]
transforms (2.3) into the heat equation
\[ \partial_{\tau} M = A^{-1}\Delta X_1 M, \quad M(0, X_1) = \rho_{1,0}(x_1). \]

Combining its explicit solution and the change of variables formula yields
\[ \rho_1(t, x_1) = \frac{1}{\sqrt{2\pi A^{-1}(1 - e^{-2t})}} \int_{\mathbb{R}^2} \exp \left\{ -\frac{|x_1e^{t} - x_1'|^2}{2A^{-1}(e^{2t} - 1)} \right\} \rho_{1,0}(x_1') dx_1'. \quad (2.7) \]

If the initial data is already tensorized, i.e., \( \rho_0(x_1, x_2) = \rho_{1,0}(x_1)\rho_{2,0}(x_2) \), the solution to (2.1) is obtained by multiplying (2.7) and (2.6), i.e.,
\[ \rho(t, x) = \frac{1}{2\pi A^{-1}(e^t - e^{-t})} \int_{\mathbb{R}^2} \exp \left\{ -\frac{|x_2e^{-t} - x_2'|^2}{2A^{-1}(1 - e^{-2t})} - \frac{|x_1e^t - x_1'|^2}{2A^{-1}(e^{2t} - 1)} \right\} \rho_{1,0}(x_1')\rho_{2,0}(x_2') dx_1' dx_2'. \]

Since \( \rho_0 \) can always be decomposed as \( \sum_{i=1}^{\infty} n_i(x_1) m_i(x_2) \) and the PDE is linear, we obtain (i).

We now turn to the 3D case. The main difference is the equation for \( \rho_1 \), which now reads
\[ \partial_{\tau} \rho_1(t, x_1, x_2) - \frac{1}{2} \nabla \cdot ((x_1, x_2)\rho_1(t, x_1, x_2)) = A^{-1}\Delta \rho_1(t, x_1, x_2), \quad \rho_1(0, x_1, x_2) = \rho_{1,0}(x_1, x_2), \quad (2.8) \]
with \((x_1, x_2) \in \mathbb{R}^2\). After letting
\[ \rho_1(t, x_1, x_2) = e^{t}M(\tau, X), \quad (\tau, X) = \left( \frac{e^{2t} - 1}{2}, (x_1, x_2)e^{t/2} \right), \]
a direct calculation shows that \( M \) solves the heat equation \( \partial_{\tau} M = 2A^{-1}\Delta X M \). Hence (2.8) is solved by
\[ \rho_1(t, x_1, x_2) = \frac{1}{4\pi A^{-1}(1 - e^{-t})} \int_{\mathbb{R}^2} \exp \left\{ -\frac{|(x_1, x_2)e^{t/2} - (x_1', x_2')|^2}{4A^{-1}(e^t - 1)} \right\} \rho_{1,0}(x_1', x_2') dx_1' dx_2'. \]

The rest of the proof is the same as in the 2D case, so we omit the details. \( \square \)

Since both exponentials in the statement of Lemma 2.1 are less than 1, we immediately obtain the following corollary.

**Corollary 2.1.** Solutions to (2.1) satisfy the following bounds:

(i) In the 2D case: \( ||\rho(t, \cdot)||_{L^\infty(\mathbb{R}^2)} \leq \frac{A}{\sinh t} ||\rho(0, \cdot)||_{L^1(\mathbb{R}^2)} \); \( (2.9) \)

(ii) In the 3D case: \( ||\rho(t, \cdot)||_{L^\infty(\mathbb{R}^3)} \leq \frac{A^{3/2}}{\sqrt{e^{2t} - 1} (1 - e^{-t})} ||\rho(0, \cdot)||_{L^1(\mathbb{R}^3)}. \) \( (2.10) \)

We note that one can now use Schur’s test or Young’s inequality for integral operators to derive more general \( L^p - L^q \) bounds.
2.2. Suppression of Blow-up in the Advective PKS Model. In this section, we prove Theorem 1.1. We will mainly consider the 2D case, as the 3D case can be treated similarly.

We begin by rescaling (1.3) in time to obtain
\[ \partial_t n + (x_-, x_d) \cdot \nabla n = A^{-1} \Delta n - A^{-1} \nabla \cdot (n \nabla c), \quad -\Delta c = n, \quad \mathbf{x} = ((d-1)x_-, x_d) \in \mathbb{R}^d, \quad (2.11) \]
with \( n(0, \mathbf{x}) = n_0(\mathbf{x}) \geq 0 \) and \( d \in \{2,3\} \).

Proof of Theorem 1.1. The 2D case. Let us first summarize the ideas of the proof in the 2D case. We first observe that due to the rescaling in (2.11), the nonlinear aggregation effects take place on a time scale of order \( A \). For \( t \ll A \), the solution to (2.11) is well-approximated by the passive scalar dynamics (2.1), which will be verified via energy estimates. The second observation, due to Corollary 2.1, is that the passive scalar dynamics has strong spreading effect, i.e., the \( L^\infty \) norm decays on a much shorter time scale \( O(\log A) \ll A \). Therefore, both the nonlinear dynamics and the passive scalar dynamics decay quickly on this shorter time scale, so there will be no mass concentration anywhere on the plane. This rules out potential singularity formation for (2.11).

In fact, we will show that
\[ ||n(t)||_2 \leq 2||n_0||_2 := 2B \quad \forall t \geq 0, \quad (2.12) \]
provided the amplitude \( A \) is chosen large enough (depending on \( ||n_0||_{L^1 \cap L^\infty} \)). To this end, let us consider the following two hypotheses for some time \( t_* \geq 0 \) (they obviously hold for \( t_* = 0 \)).

Hypothesis (a): \( ||n(t_*)||_2 \) is no more than \( B \):
\[ ||n(t_*)||_2 \leq B. \quad (2.13) \]

Hypothesis (b): \( ||n(t)||_2 \) is not too large (and \( n \) exists) on the time interval \( [0, t_*] \):
\[ ||n(t)||_2 \leq 2B \quad \forall t \leq t_* . \quad (2.14) \]

Our goal is now to prove the following two conclusions, given the above hypotheses and provided \( A \) is large enough (depending only on \( ||n_0||_{L^1 \cap L^\infty} \)).

Conclusion (a): \( ||n(t)||_2 \) is not too large (and \( n \) exists) on the time interval \( t \in [t_*, t_* + 10 \log A] \):
\[ ||n(t)||_2 \leq 2B \quad \forall t \in [t_*, t_* + 10 \log A]. \quad (2.15) \]

Conclusion (b): \( ||n(t_* + 10 \log A)||_2 \) is no more than \( B \):
\[ ||n(t_* + 10 \log A)||_2 \leq B. \quad (2.16) \]

This will then immediately imply (2.12) for all large enough \( A \), via iteration of the above for \( t_* = 0, 10 \log A, 20 \log A, \ldots \), and the result will follow by Theorem A.2. So it remains to prove (2.15) and (2.16) for a solution \( n \) to (2.11) satisfying (2.13) and (2.14). We note that as long as \( ||n(t)||_2 \) stays uniformly bounded, the same will be true for \( ||n(t)||_\infty \) and the total mass
\[ M := ||n_0||_1 = ||n(t)||_1 \quad (2.17) \]
will be preserved by Theorem A.2.

Step 1: Proof of (2.15). Let \( T_* \) be the maximal time in \( [t_*, t_* + 10 \log A] \) such that
\[ \sup_{t \in [t_*, T_*]} ||n(t)||_2 \leq 4B \quad (2.18) \]
(it exists by continuity of \( ||n(t)||_2 \), see Theorems A.1 and A.2). We will then prove that in fact
\[ \sup_{t \in [t_*, T_*]} ||n(t)||_2 \leq 2B, \quad (2.19) \]
which then shows that \( T_* \) must be \( t_* + 10 \log A \), completing the proof of (2.15).

First note that (2.14), (2.18), and Theorem A.2 imply
\[ ||n||_{L^\infty_t ([0,T_*];L^\infty_x)} + ||x|\sqrt{n}||_{L^\infty_t ([0,T_*];L^2_x)} + ||\nabla n||_{L^\infty_t ([0,T_*];L^2_x)} < \infty. \quad (2.20) \]
These qualitative bounds will justify integrations by parts below. With these preparations in hand, we are ready to prove (2.19). Integration by parts yields
\[
\frac{d}{dt} ||n||_2^2 = -\frac{2}{A} \int |\nabla n|^2 dx + \frac{2}{A} \int \nabla n \cdot (n \nabla (-\Delta)^{-1} n) dx + \int u \cdot \nabla (n^2) dx \\
= -\frac{2}{A} \int |\nabla n|^2 dx + \frac{1}{A} \int n^3 dx + \int u \cdot \nabla (n^2) dx \\
= -\frac{2}{A} \int |\nabla n|^2 dx + T_1 + T_2, 
\]
with \( u = (-x_1, x_2) \). To estimate \( T_1 \), we use the Gagliardo-Nirenberg interpolation inequality to see that there is \( C_{GN} \) such that
\[
T_1 \leq \frac{1}{A} \sqrt{C_{GN}} ||\nabla n||_2 ||n||_2^2 \leq \frac{1}{A} ||\nabla n||_2^2 + \frac{C_{GN}}{A} ||n||_4^2. 
\]
Next we estimate \( T_2 \) in (2.21). Since \( \nabla \cdot u = 0 \), we expect this term to be zero, via integration by parts. However, the vector field \( u \) is growing linearly at infinity, so the justification of this is nontrivial. From (2.20) we have that \( n u \cdot \nabla n \in L_1^\infty([0, T_*]; L_2^1) \). The Lebesgue Dominated Convergence theorem and \( \nabla \cdot u = 0 \) then show that
\[
T_2 = \lim_{R \to \infty} \int_{B(0, R)} u \cdot \nabla (n^2) dx = \lim_{R \to \infty} \int_{\partial B(0, R)} u \cdot \frac{x}{|x|} n^2 dS \leq \liminf_{R \to \infty} \int_{\partial B(0, R)} R^n dS, 
\]
with \( dS \) the arc-length element of the circle \( \partial B(0, R) \). But since (2.20) and (2.17) show that
\[
\int_0^\infty \left( \int_{\partial B(0, R)} R^n dS \right) dR \leq ||n||_\infty ||(1 + |x|^2)n||_1 < \infty, 
\]
we see that indeed \( T_2 = 0 \).

Using the above estimates, from (2.21) we obtain that
\[
\frac{d}{dt} ||n(t)||_2^2 \leq \frac{1}{A} ||\nabla n(t)||_2^2 + \frac{C_{GN}}{A} ||n(t)||_4^2 \leq \frac{C_{GN}}{A} ||n(t)||_2^2 \quad \forall t \in [t_*, T_*]. 
\]
If \( A \) is chosen large enough so that \( C_{GN} B^3 10 \log A \leq \frac{3}{4} \), this and (2.13) yield
\[
||n(t)||_2 \leq 2B \quad \forall t \in [t_*, T_*]. 
\]
This concludes the proof of (2.19) and hence of (2.15).

**Step 2: Proof of (2.16).** Let us first estimate the difference \( n - \rho \), where \( \rho \) is the solution to (2.1) on \([t_*, t_* + 10 \log A]\) with initial data \( \rho(t_*) = n(t_*) \). Similarly to (2.21) and the following estimate on \( T_2 \), together with
\[
2 \int \nabla (n - \rho) \cdot (n \nabla c) dx \leq 2 ||\nabla (n - \rho)||_2 ||n||_4 ||\nabla c||_4 \leq ||\nabla (n - \rho)||_2^2 + ||n||_4^2 ||\nabla c||_4^2 , 
\]
in place of the estimate on \( T_1 \), we obtain
\[
\frac{d}{dt} ||n - \rho||_2^2 \leq -\frac{1}{A} ||\nabla (n - \rho)||_2^2 + \frac{1}{A} ||n||_4^2 ||\nabla c||_4^2 \leq -\frac{1}{A} ||n||_2^2 ||\nabla c||_4^2 . 
\]
The Hardy-Littlewood-Sobolev inequality yields \( ||\nabla c||_4 \leq C_{HLS} ||n||_4/3 \). Then by applying Hölder inequality and using Theorem A.2, and then using (2.15) and (2.17), we obtain
\[
\frac{d}{dt} ||n - \rho||_2^2 \leq \frac{C_{HLS}}{A} ||n||_2^2 ||n||_\infty ||n||_1 \leq \frac{4C_{HLS}}{A} B^2 C_{\infty} M, 
\]

where \( C_{\infty} = C_{\infty}(2B, \|n_0\|_{L^1(M^2)}) \) is from Theorem A.2 (and, crucially, it does not depend on \( A \)). Integrating this inequality on the time interval \([t_*, t_* + 10 \log A]\) and using \( \rho(t_*) = n(t_*) \) shows that if \( A \) is chosen large enough (depending on \( \|n_0\|_{L^1(M^2)} \)), we have that
\[
\|n(t) - \rho(t)\|_2^2 \leq \frac{40 \log A}{A} C_{\text{HLS}} B^2 C_{\infty} M \leq \frac{B^2}{A} \quad \forall t \in [t_*, t_* + 10 \log A].
\] (2.23)

So \( n \) stays close to \( \rho \) on this time interval, and we now need to estimate the latter. Since (2.1) preserves total mass of solutions, we have
\[
\|\rho(t_* + 10 \log A)\|_2 \leq \|\rho(t_*)\|^{1/2} \|\rho(t_* + 10 \log A)\|^{1/2} \leq M^{1/2} \|\rho(t_* + 10 \log A)\|^{1/2}.
\]
Then (2.9) shows that for all large enough \( A \) we have
\[
\|\rho(t_* + 10 \log A)\|_2 \leq M^{1/2} A^{-4} \leq \frac{B}{2},
\] (2.24)

This and (2.23) now yield (2.16), finishing the proof of the 2D case.

The 3D case. This case is analogous to the 2D case, with a few minor adjustments. In Step 1, the estimate on \( T_1 \) will now use both the Gagliardo-Nirenberg interpolation inequality and Young inequality to get
\[
\int n^3 dx \leq C_{\text{GN}}^{1/4} \|\nabla n\|_2^{3/2} \|n\|_2^{3/2} \leq \|\nabla n\|_2^2 + C_{\text{GN}} \|n\|_2^6.
\]
This then yields
\[
\frac{d}{dt} \|n(t)\|_2^2 \leq -\frac{1}{A} \|\nabla n(t)\|_2^2 + \frac{C_{\text{GN}}}{A} \|n(t)\|_2^6 \leq \frac{C_{\text{GN}}}{A} \|n(t)\|_2^2 \quad \forall t \in [t_*, T_*]
\]
as before, so (2.15) again follows for large enough \( A \). In Step 2, the Hardy-Littlewood-Sobolev inequality yields \( \|\nabla c\|_4 \leq C_{\text{HLS}} \|n\|_{12/7}^2 \) and we obtain
\[
\frac{d}{dt} \|n - \rho\|_2^2 \leq \frac{1}{A} \|\nabla n\|_2^2 \|\nabla c\|_4^2 \leq \frac{C_{\text{HLS}}}{A} \|n\|_2^{8/3} \|n\|_4^{1/3} \|n\|_\infty^{1/3} \leq \frac{8C_{\text{HLS}}}{A} B^{8/3} C_{\infty} M^{1/3}.
\]
So we again obtain the estimate (2.23) when \( A \) is large enough. The proof now concludes similarly to the 2D case, using (2.10) instead of (2.9).

We conclude this subsection with the proof of Theorem 1.2.

Proof of Theorem 1.2. Let us fix an arbitrary small \( \epsilon > 0 \). Estimates (2.23) and (2.24) in the proof of Theorem 1.1, together with (2.12), guarantee that \( \sup_{t \geq 10 \log A} \|n(t)\|_2 \leq \epsilon \) for all large enough \( A \) (depending on \( \|n_0\|_{L^1(M^2)} \) and \( \epsilon \)). Then, as in that proof, we obtain
\[
\frac{d}{dt} \|n\|_2^2 \leq -\frac{1}{A} \|\nabla n\|_2^2 + \frac{C_{\text{GN}}}{A} \|n\|_2^6 \leq -\frac{1}{A} C_{\text{GN}}' \|n\|_2^{8/3} \|n\|_4^{1/3} \leq -\frac{1}{A} \left( \frac{1}{C_{\text{GN}}' M^{4/3}} \|n(t)\|_{12/7}^2 - C_{\text{GN}} \right)
\]
where we once more used the Gagliardo-Nirenberg interpolation inequality. Since we also have \( \|n\|_{3/2} \leq \|n\|_1^{1/3} \|n\|_2^{2/3} \), for all large \( A \) and all \( t \geq 10 \log A \) we have
\[
\frac{d}{dt} \|n(t)\|_2^2 \leq -\frac{1}{A} \left( \frac{1}{C_{\text{GN}}' M^{4/3}} \|n(t)\|_{12/7}^2 - C_{\text{GN}} \right) \leq -\frac{\|n(t)\|_2^4}{\epsilon^{1/3} A},
\]
provided we fix a small enough \( \epsilon = \epsilon(M) \in (0, \frac{1}{1000}) \) (and then the lower bound on \( A \) only depends on \( \|n_0\|_{L^1(M^2)} \)). This and \( 10 \log A \leq \frac{10}{\epsilon} \leq (\epsilon^{-2} - 1)\epsilon^{1/3} \) now imply the bound
\[
\|n(t)\|_2 \leq \left( \|n(10 \log A)\|_2^2 + (\epsilon^{1/3} A)^{-1} (t - 10 \log A) \right)^{-1/2} \leq \left( 1 + (\epsilon^{1/3} A)^{-1} t \right)^{-1/2} \quad \forall t \geq 10 \log A
\]
for solutions to (2.11), which after rescaling in time becomes \( \|n(t)\|_2 \leq (1 + e^{-t^{3/2}})^{-1/2} \) for all \( t \geq 10^{\log A / A} \) for solutions to (1.3). This also yields

\[
\int_{B(0,t^{1/4})} n(t,x)dx \leq \frac{2}{\sqrt{3}} \sqrt{\pi} \|n(t)\|_2^{3/2} \leq 3e^{1/6} t^{-1/8} \leq t^{-1/8}
\]

for these \( t \), completing the proof. \( \square \)

2.3. Quenching in Advection-Reaction-Diffusion Equations. We now prove Theorem 1.3. We rescale (1.4) to

\[
\partial_t n + (-\mathbf{x}_-, x_d) \cdot \nabla n = A^{-1} \Delta n + A^{-1} f(n), \quad \mathbf{x} = (\mathbf{x}_-, x_d) \in \mathbb{R}^d,
\]

(2.25)

with \( n(0, \mathbf{x}) = n_0(\mathbf{x}) \geq 0 \) and \( d \in \{2, 3\} \).

Since \( f \) is Lipschitz, we have \( f(n) \leq \beta n \) on \([0,1]\), for some \( \beta \geq 0 \). The comparison principle then ensures that the solution to (2.25) is bounded above by the solution to

\[
\partial_t \mathbf{n} + (-\mathbf{x}_-, x_d) \cdot \nabla \mathbf{n} = A^{-1} \Delta \mathbf{n} + \beta A^{-1} \mathbf{n}, \quad \mathbf{n}(0, \mathbf{x}) = n_0(\mathbf{x}).
\]

But then \( \mathbf{n}(t) = e^{\beta t / A} \rho(t) \), where \( \rho \) solves (2.1) with \( \rho(0, \cdot) = n_0 \). From (2.24) we see that for all large enough \( A \) we have \( \|\mathbf{n}(10 \log A, \cdot)\|_\infty \leq \alpha \) (with \( \alpha \) from (N2)). So after time \( 10 \log A \), the solution \( n \) to (2.25) solves (2.1). The latter is a drift-diffusion equation with an incompressible drift on \( \mathbb{R}^d \), so the result follows from the initial condition having finite mass because

\[
\|n(10 \log A, \cdot)\|_1 \leq e^{10 \beta \log A / A} \|n_0\|_1 < \infty.
\]

3. SHEAR FLOW REGIME

Let us now consider the shear flow Advective PKS model

\[
\partial_t n + Au(\mathbf{x}_-) \partial_{x_1} n + \nabla \cdot (\nabla cn) = \Delta n, \quad \mathbf{x} = (x_1, \mathbf{x}_-) \in \mathbb{R} \times \mathbb{T}^{d-1},
\]

(3.1)

with \( n(0, \mathbf{x}) = n_0(\mathbf{x}) \geq 0 \) and \( d \in \{2, 3\} \), and the corresponding passive scalar equation

\[
\partial_t \rho + Au(\mathbf{x}_-) \partial_{x_1} \rho = \Delta \rho,
\]

(3.2)

with \( \rho(0, \mathbf{x}) = \rho_0(\mathbf{x}) \). Note that unlike in (2.11), time is not rescaled here. Then we have the following replacement for Corollary 2.1, whose 2D case appears in [26].

**Lemma 3.1.** If \( u \) has no plateaus (i.e., \( P_u = \emptyset \)), then for each \( t > 0 \) there is \( C_t < \infty \) (depending also on \( u \)) such that solutions to (3.2) satisfy

\[
\|\rho(t, \cdot)\|_{L^\infty(\mathbb{R} \times \mathbb{T}^{d-1})} \leq \frac{C_t}{A} \|\rho_0\|_{L^1(\mathbb{R} \times \mathbb{T}^{d-1})}
\]

(3.3)

**Proof.** Let us sketch here proof from [26] for \( d = 2 \). If \( \rho \) solves (3.2) and \( \psi \) solves

\[
\partial_t \psi + Au(x_2) \partial_{x_2} \psi = \partial_{x_2x_2} \psi, \quad \psi(0, \cdot) = \rho_0,
\]

then

\[
\rho(t, x) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{4\pi t}} \exp \left( -\frac{(x_1 - y)^2}{4t} \right) \psi(t, y, x_2) dy
\]

for all \( t > 0 \). From Hörmander’s hypoellipticity theory [42] (note that the Lie algebra generated by operators \( \partial_{x_2} \) and \( \partial_t + u(x_2) \partial_{x_1} \) consists of vector fields \( \partial_{x_2}, \partial_t + u(x_2) \partial_{x_1}, u'(x_2) \partial_{x_1}, u''(x_2) \partial_{x_1}, \ldots \), and hence spans the full tangent space \( TM \cong \mathbb{R}^3 \) at each \( (t, x_1, x_2) \) due to \( P_u = \emptyset \) ) we have that for each \( A \neq 0 \), there is a smooth transition probability density \( p_A \) such that

\[
\psi(t, x_1, x_2) = \int_{\mathbb{R} \times \mathbb{T}} p_A(t, x_1 - y_1, x_2, y_2) \rho_0(y_1, y_2) d(y_1, y_2).
\]
We clearly have
\[ p_A(t, x_1, x_2, y_2) = A^{-1}p_1 \left(t, A^{-1}x_1, x_2, y_2\right), \]
so
\[ ||\rho(t)||_\infty \leq ||\psi(t)||_\infty \leq A^{-1}||p_1(t)||_\infty ||\rho_0||_1. \]
Therefore \( C_t = ||p_1(t)||_\infty \) works.

The proof for \( d = 3 \) is identical, with the operators \( \partial_{x_2}, \partial_{x_3}, \) and \( \partial_t + u(x_2, x_3)\partial_{x_1} \) now generating the full tangent space \( TM \cong \mathbb{R}^4 \) at each \((t, x_1, x_2, x_3)\) due to \( P_u = 0 \).

Now we are ready to prove Theorem 1.4 (using Theorem A.3 below in place of Theorem A.2).

**Proof of Theorem 1.4.** The proof is similar to the proof of Theorem 1.1, but without rescaling time and with (3.3) instead of (2.9). The nonlinear aggregation effects now take place on a time scale of order 1, so up to some time \( \tau_* \ll 1 \), solutions to (3.1) will be well-approximated by those to (3.2). On the other hand, the latter solutions decay fast in \( L^\infty \) on this shorter time scale when \( A \) is large, so there will be no concentration of mass for solutions to (3.1) either and singularities cannot form.

We proceed as in the proof of Theorem 1.1, with \( n \) solving (3.1) and with \( 10\log A \) replaced by \( 0 < \tau_* \ll 1 \) (to be specified) in Conclusions (a), (b). In place of (2.21) we now have (with \( C_{GN} \geq 1 \))
\[
\frac{d}{dt}||n||_2^2 = -2 \int |\nabla n|^2 dx + \int n^3 dx \leq -||\nabla n||_2^2 + C_{GN}||n||_2^2 \leq C_{GN}||n||_2^4
\]
in the 2D case. Note that since the domain is quasi-onedimensional and the flow is bounded on it, it is straightforward to show that the flow term (denoted \( T_2 \) in (2.21)) vanishes. Also note that the Gagliardo-Nirenberg interpolation inequality used to estimate \( T_1 \) in (2.21) extends to \( \mathbb{R} \times \mathbb{T} \). This follows from applying it to \( n \) periodically extended to \( \mathbb{R}^2 \) and multiplied by \( \chi_{[-L,L]}(x_2) \), with \( \chi_{[-L,L]} \) a smooth approximate characteristic function of \([−L, L]\), and then taking \( L \to \infty \). A similar extension of the relevant 3D Gagliardo-Nirenberg interpolation inequality holds in the 3D case.

So we obtain Conclusion (a) if we pick \( \tau_* \leq \frac{4}{3}C_{GN}^{-1}B^{-2} \) \((d = 2)\) or \( \tau_* \leq \frac{15}{32}C_{GN}^{-1}B^{-4} \) \((d = 3)\).

Next, in place of (2.22) we obtain (with \( \rho \) solving (3.2) and \( \rho(t_*) = n(t_*) \))
\[
\frac{d}{dt}||n - \rho||_2^2 \leq -||\nabla(n - \rho)||_2^2 + ||n||_2^2||\nabla c||_\infty^2 \leq C||n||_2^2||\nabla c||_\infty^2 \leq 4CB^2(M^2 + C_{GN}^2)
\]
for both \( d = 2, 3 \), using Lemma 3.2 below to estimate \( ||\nabla c||_\infty \). We therefore again obtain
\[
||n(t) - \rho(t)||_2^2 \leq \frac{B^2}{4} \quad \forall t \in [t_*, t_* + \tau_*], \tag{3.4}
\]
provided \( \tau_* \leq \frac{1}{16}C^{-1}(M^2 + C_{GN}^2)^{-2} \) (with \( C_{GN} \) from Theorem A.3). So if \( \tau_* > 0 \) is chosen small enough and then \( A \) large enough (both depending only on \( ||n_0||_{L^1 \cap L^\infty} \) and \( u \)), Conclusion (b) again follows from (3.4) and
\[
||\rho(t_* + \tau_*)||_2 \leq ||\rho(t_* + \tau_*)||_2^{1/2}||\rho(t_* + \tau_*)||_\infty^{1/2} \leq \frac{1}{2}C_{GN}^{1/2}A^{-1/2}||\rho(t_*)||_L^{1/2} \leq \frac{B}{2}.
\]
This finishes the proof. \[ \square \]

**Lemma 3.2.** There is \( C_d \geq 0 \) such that if \( c = (−Δ)^{-1}n \) on \( \mathbb{R} \times \mathbb{T}^{d-1} \), then
\[
||\nabla c||_\infty \leq C_d(||n||_1 + ||n||_{d+1}).
\]

**Proof.** If \( \bar{n}(x_1) := \int n(x_1, x_-)dx_- \) and \( \bar{c}(x_1) := \int c(x_1, x_-)dx_- \), then \( \bar{c'} = \bar{n} \) on \( \mathbb{R} \), so
\[
||\bar{c'}||_\infty \leq ||\bar{n}||_1 = ||n||_1.
\]
Gagliardo-Nirenberg interpolation inequality (extended to $\mathbb{R} \times \mathbb{T}^{d-1}$ as in the proof of Theorem 1.4 because $c - \overline{c}$ is mean-zero in $x_-$) shows that
\[
||\nabla (c - \overline{c})||_{\infty} \lesssim ||\nabla (c - \overline{c})||_2^{2/(d^2 + d + 2)} ||\nabla^2 (c - \overline{c})||_{d + 1}^{(d + 1)/(d^2 + d + 2)}.
\]
Since $c - \overline{c} = (-\Delta)^{-1}(n - \overline{n})$ and is mean-zero in $x_-$, Poisson inequality yields
\[
||\nabla (c - \overline{c})||_2 \lesssim ||n - \overline{n}||_2 \lesssim ||n||_{L^2},
\]
while the Calderón-Zygmund inequality for the Riesz transform yields
\[
||\nabla^2 (c - \overline{c})||_{d + 1} \lesssim ||n - \overline{n}||_{d + 1} \lesssim ||n||_{d + 1}.
\]
Hence
\[
||\nabla c||_{\infty} \lesssim ||n||_1 + ||n||_2^{2/(d^2 + d + 2)} ||n||_{d + 1}^{(d + 1)/(d^2 + d + 2)},
\]
and the result follows from Hölder and Young inequalities. □

**APPENDIX A. WELL-POSEDNESS AND REGULARITY FOR THE HYPERBOLIC ADVECTIVE PKS**

We prove here well-posedness for (1.3) and (1.5).

**Theorem A.1** (Local well-posedness). For $d \in \{2, 3\}$, $s \geq 1$, and $0 \leq n_0 \in L^1(\mathbb{R}^d) \cap H^s(\mathbb{R}^d)$, there is $t_0 = t_0(||n_0||_{L^2}, A) > 0$ such that a unique $H^s_x$-solution to (1.3) with $n(0, x) = n_0(x)$ exists on the time interval $[0, t_0]$. Moreover, $||n(t, \cdot)||_{L^2}$ is constant, $||n(t, \cdot)||_{H^{s-1}}$ continuous, and $||n(t, \cdot)||_{H^s}$ bounded on $[0, t_0]$ (so solutions can blow up in finite time in $H^s_x$ only if they do in $L^2_x$).

**Proof.** Let us only consider the 2D case, as the 3D case is similar. Moreover, we will only derive relevant a-priori estimates on $||n(t, \cdot)||_{H^s}$ here, as local existence then follows via a standard approximation procedure (see, e.g., [8,16,20,21,32]). Throughout the proof, we use the usual multi-index convention
\[
((\alpha_1, \alpha_2)) := \alpha_1 + \alpha_2 \quad \text{and} \quad ((\alpha_1, \alpha_2)) \geq ((\beta_1, \beta_2)) \text{ iff } \alpha_1 \geq \beta_1 \text{ and } \alpha_2 \geq \beta_2.
\]
We now perform the following change of variables (recall that $-\Delta c = n$)
\[
N(t, X_1, X_2) := n(t, x_1, x_2), \quad C(t, X_1, X_2) := c(t, x_1, x_2), \quad (X_1, X_2) := (x_1e^{At}, x_2e^{-At}),
\]
and let $N_0 := n_0$. For all $p \in [1, \infty]$ we obviously have
\[
||N(t)||_{L^p_x} = ||n(t)||_{L^p_x},
\]
and (1.3) now becomes
\[
\partial_t N = e^{2At}\partial_{X_1}N + e^{-2At}\partial_{X_2}N - e^{2At}\partial_{X_1}(N\partial_{X_1}C) - e^{-2At}\partial_{X_2}(N\partial_{X_2}C),
\]
with $-e^{2At}\partial_{X_1}C - e^{-2At}\partial_{X_2}C = N$. Since this is a divergence form PDE and $N \geq 0$, we obtain
\[
||n(t)||_{L^1_x} = ||N(t)||_{L^1_x} = ||N_0||_{L^1_x} = ||n_0||_{L^1_x} =: M.
\]
Next, similarly to (2.21) we have
\[
\frac{d}{dt} \int N^2 dX = -2e^{2At} \int |\partial_{X_1}N|^2 dX - 2e^{-2At} \int |\partial_{X_2}N|^2 dX + \int N^2 dX,
\]
and Gagliardo-Nirenberg interpolation inequality $||N||_{L^3}^3 \lesssim \sqrt{CGN}||\nabla N||_2 ||N||_{L^2}^2$ again yields
\[
\frac{d}{dt} ||N(t)||_{L^2}^2 \lesssim -2e^{2At}||\partial_{X_1}N(t)||_{L^2}^2 - e^{-2At}||\partial_{X_2}N(t)||_{L^2}^2 + C_{GN}e^{2At}||N(t)||_{L^4}^4.
\]
This shows that there is $t_0 = t_0(||n_0||_{L^2}, A) > 0$ and $B_0 = B_0(||n_0||_{L^2}, A) < \infty$ such that
\[
\sup_{t \in [0, t_0]} ||N(t)||_{L^2} \lesssim B_0.
\]
Similarly to (2.22), Hardy-Littlewood-Sobolev inequality yields $\|\nabla c\|_4 \leq C_{HLS}\|n\|_{4/3}$, and explicit representation of the Green’s function of the Laplacian on $\mathbb{R}^2$, we have that

$$\|\nabla C(t)\|_4 \leq e^{At}\|\nabla c(t)\|_4 \leq C_{HLS}e^{At}(\|n(t)\|_1 + \|n(t)\|_2) \leq C_{HLS}e^{At}(M + B_0)$$

for $t \in [0, t_0]$. Furthermore, Calderon-Zygmund inequality shows that for $t \in [0, t_0]$,

$$\|\nabla^2 C(t)\|_4 \leq e^{2At}\|\nabla^2 c(t)\|_4 \leq C_{CZ}e^{2At}\|n(t)\|_4 = C_{CZ}e^{2At}\|N(t)\|_4.$$  \hspace{1cm} (A.1)

We now use these estimates and Gagliardo-Nirenberg interpolation inequality $\|N\|_4 \leq \|\nabla N\|_2^{1/2}\|N\|_2^{1/2}$ to control $\|\nabla N\|_2$ via (with $B', B''$ some universal constants)

$$\frac{d}{dt} \frac{1}{2}\|\nabla N\|_2^2 = \frac{d}{dt} \frac{1}{2} \sum_{|\alpha| = 1} \|D_X^\alpha N\|_2^2$$

$$= - \sum_{|\alpha| = 1} e^{2At}\|\partial_{X_1} D_X^\alpha N\|_2^2 - \sum_{|\alpha| = 1} e^{-2At}\|\partial_{X_2} D_X^\alpha N\|_2^2$$

$$+ \sum_{|\alpha| = 1} e^{2At} \int \partial_{X_1} D_X^\alpha N D_X^\alpha (N \partial_{X_1} C) dX + \sum_{|\alpha| = 1} e^{-2At} \int \partial_{X_2} D_X^\alpha N D_X^\alpha (N \partial_{X_2} C) dX$$

$$\leq - e^{-2At}\|\nabla^2 N\|_2^2 + \sum_{j = 1}^2 \sum_{|\alpha| = 1} e^{(-1)^j - 2At}\|\partial_{X_j} \partial_X^\alpha D_X N\|_2 \left(\|D_X^\alpha \partial_{X_j} C\|_4 \|N\|_4 + \|\partial_{X_j} C\|_4 \|D_X^\alpha N\|_4\right)$$

$$\leq - e^{-2At}\|\nabla^2 N\|_2^2 + B'e^{2At}\|\nabla^2 N\|_2 \left(\|\nabla N\|_2 \|N\|_2 + e^{At}(M + B_0)\|\nabla^2 N\|_2^{1/2}\|\nabla N\|_2^{1/2}\right)$$

$$\leq - \frac{1}{2} e^{-2At}\|\nabla^2 N\|_2^2 + B''e^{18At} (1 + M^4 + B_0^4) \|\nabla N\|_2^2.$$  \hspace{1cm} (A.2)

This shows that $\|\nabla N(t)\|_2$ is bounded on the time interval $[0, t_0]$, and so

$$\sup_{t \in [0, t_0]} \max \{\|N(t)\|_{H^1}, \|\nabla C(t)\|_{L^4}\} \leq B_1$$

for some $B_1 = B_1(\|n_0\|_{L^1 \cap H^1}, A) < \infty$. We can now obtain recursively $H^r$-bounds for $r = 2, 3, \ldots, s$. Assume that

$$\sup_{t \in [0, t_0]} \max \{\|N(t)\|_{H^{r-1}}, \|\nabla C(t)\|_{L^4}\} \leq B_{r-1}. \hspace{1cm} (A.3)$$

Then

$$\frac{d}{dt} \frac{1}{2} \sum_{|\alpha| = r} \|D_X^\alpha N\|_2^2 = - \sum_{|\alpha| = r} e^{2At}\|\partial_{X_1} D_X^\alpha N\|_2^2 - \sum_{|\alpha| = r} e^{-2At}\|\partial_{X_2} D_X^\alpha N\|_2^2$$

$$- \sum_{|\alpha| = r} e^{2At} \int D_X^\alpha N \partial_{X_1} D_X^\alpha (N \partial_{X_1} C) dX - \sum_{|\alpha| = r} e^{-2At} \int D_X^\alpha N \partial_{X_2} D_X^\alpha (N \partial_{X_2} C) dX, \hspace{1cm} (A.3)$$

and we also have for $j = 1, 2$,

$$\left| \int D_X^\alpha N \partial_{X_j} D_X^\alpha (N \partial_{X_j} C) dX \right|$$

$$\leq 2^{2|\alpha|} \sum_{|\ell| \leq |\alpha|} \|\partial_{X_j} D_X^{\alpha - \ell} N\|_2 \|D_X^\alpha N\|_4 \|\partial_{X_j} D_X^\ell C\|_4 + 2^{2|\alpha|} \sum_{|\ell| \leq |\alpha|} \|D_X^\alpha N\|_2 \|D_X^{\alpha - \ell} N\|_4 \|\partial_{X_j} D_X^\ell C\|_4.$$  \hspace{1cm} (A.3)

Similarly to (A.1), we obtain (with some $r$-dependent $B'$ and for all $|\ell| \leq r$)

$$\|\nabla^{[r+1]} C(t)\|_4 \leq B'e^{(r+1)At}\|\nabla^{[r]} N(t)\|_4 \leq B'e^{(r+1)At}\|\nabla^{[r]} N(t)\|_2^{1/2}\|\nabla^{[r]-1} N(t)\|_2^{1/2},$$

$$\|\nabla^{[r+1]} C(t)\|_4 \leq B'e^{(r+1)At}\|\nabla^{[r]} N(t)\|_4 \leq B'e^{(r+1)At}\|\nabla^{[r]} N(t)\|_2^{1/2}\|\nabla^{[r]-1} N(t)\|_2^{1/2},$$

and so

$$\sup_{t \in [0, t_0]} \max \{\|N(t)\|_{H^{r+1}}, \|\nabla C(t)\|_{L^4}\} \leq B_{r+1}. \hspace{1cm} (A.4)$$

This completes the proof.
Combining the above estimates with (A.3) and (A.2), we see that (with some \(r\) and we also use the Gagliardo-Nirenberg interpolation inequality

\[
\frac{d}{dt} ||\nabla^r N(t)||^2 \leq -e^{-2At} ||\nabla^{r+1} N(t)||^2 + B''B''(1 + B^4_{r-1})(1 + ||\nabla^r N(t)||^2).
\]

This yields (A.2) for \(r = 3, 4, \ldots\), with \(B_r = B_r(||n_0||_{H^1}, A, B_{r-1}) = B_r(||n_0||_{L^1 \cap H^1}, A) < \infty\). This and (A.3) also show continuity of \(N(t)\) and boundedness of \(N(t)\) on \([0, t_0]\).

If \(s \geq 2\), Theorem A.1 and Sobolev embedding yield an \(L^\infty\) bound on solutions, which depends on \(n_0\), \(A\), and \(t\). We used such a bound in the proof of Theorem 1.1, but that proof requires it to not depend on \(A\). We will therefore need to prove the following result instead.

**Theorem A.2** (A-independent \(L^\infty\) bound). For \(d \in \{2, 3\}\) and \(0 \leq n_0 \in L^1(\mathbb{R}^d) \cap H^2(\mathbb{R}^d)\) with \(|x|^2n_0(x) \in L^1(\mathbb{R}^d)\), assume that the unique \(H^2\)-solution \(n\) to (1.3) from Theorem A.1 satisfies

\[
||n||_{L^\infty((0,T]; L^2)} \leq C_{L^2}
\]

for some \(T, C_{L^2} < \infty\) (here \(T\) is assumed to be smaller than the maximal time of existence for \(n\)). Then \(||n(t, \cdot)||_{H^1}\) is constant, \(||n(t, \cdot)||_{H^2}\) continuous, and \(||n(t, \cdot)||_{L^2}\) bounded on \([0, T]\), and

\[
||x||_{L^\infty((0,T]; L^2)} \leq C_0 = C_0(n_0, A, T) < \infty,
\]

\[
||n||_{L^2((0,T]; L^\infty)} \leq C_{\infty} = C_{\infty}(C_{L^2}, ||n_0||_{L^1 \cap H^2}) < \infty.
\]

**Proof.** We will again only consider \(d = 2\). The first three claims are from Theorem A.1, and its proof also shows that

\[
||n||_{L^\infty((0,T]; L^2_H)} \leq C_{H^2} = C_{H^2}(C_{L^2}, ||n_0||_{L^1 \cap H^2}, A, T) < \infty.
\]

By Sobolev embedding we also have (cf. (A.6))

\[
||n||_{L^\infty((0,T]; L^\infty)} \leq C_{\infty} = C_{\infty}(C_{L^2}, ||n_0||_{L^1 \cap H^2}, A, T) < \infty.
\]

Furthermore, Gagliardo-Nirenberg interpolation inequality and Hardy-Littlewood-Sobolev inequality show that

\[
||\nabla c||_{\infty} \lesssim ||n||_{3/5}^{3/5} ||\nabla c||_{4/3}^{3/5} \lesssim ||n||_{3/4}^{3/4} ||n||_{4/3}^{3/4} \lesssim ||n||_1 + ||n||_2 \lesssim ||n||_1 + ||n||_\infty,
\]

so

\[
||\nabla c||_{L^\infty((0,T]; L^\infty)} \leq C_{\nabla c} = C_{\nabla c}(C_{L^2}, ||n_0||_{L^1 \cap H^2}, A, T) < \infty.
\]

Note that once we obtain (A.6), we will in fact have \(C_{\nabla c} = C_{\nabla c}(C_{L^2}, ||n_0||_{L^1 \cap H^2})\) here.

We now prove (A.5), via an argument similar to [21]. Multiply (1.3) by a sequence of \(C_c\)-functions \(\varphi_k\) approximating \(|x|^2\), with uniformly bounded \(\nabla^2 \varphi_k\) and \(|x| \varphi_k(x) \leq C(1 + \varphi_k(x))\), and recall that the Green’s function for the Laplacian on \(\mathbb{R}^2\) is \(\frac{1}{2\pi} \log |\cdot|\), to obtain for \(t \in [0, T]\),

\[
\frac{d}{dt} \int_{\mathbb{R}^2} n(t, x) \varphi_k(x) dx = \int_{\mathbb{R}^2} \Delta n(t,x) \varphi_k dx - A \int_{\mathbb{R}^2} \nabla \cdot ((-x_1, x_2)n(t,x)) \varphi_k(x) dx.
\]

Applying integration by parts and a standard symmetrization trick, we see that

\[
\frac{d}{dt} \int_{\mathbb{R}^2} n(t, x) \varphi_k(x) dx = \int_{\mathbb{R}^2} n(t, x) \Delta \varphi_k(x) dx + A \int_{\mathbb{R}^2} n(t, x)(-x_1, x_2) \cdot \nabla \varphi_k(x) dx
\]

\[-\frac{1}{4\pi} \int_{\mathbb{R}^2 \times \mathbb{R}^2} \frac{(x - y) \cdot (\nabla \varphi_k(x) - \nabla \varphi_k(y))}{|x - y|^2} n(t, x)(t, y) dy dx,
\]

and we also use the Gagliardo-Nirenberg interpolation inequality \(||\nabla^k N||_4 \lesssim ||\nabla^{k+1} N||_{2}^{1/2} ||\nabla^k N||_{2}^{1/2}\).
and then integrating in time and taking \( k \to \infty \) yields
\[
\int_{\mathbb{R}^2} n(t, x)|x|^2 dx \leq \int_{\mathbb{R}^2} n_0(x)|x|^2 dx + \left( 4 M - \frac{M^2}{2\pi} \right) t + 2 A \int_0^t \int_{\mathbb{R}^2} n(s, x)|x|^2 dx ds \quad \forall t \in [0, T],
\]
Gronwall’s inequality then shows (A.5). Finally, to prove (A.6), we will first estimate \( L \) and then (A.9), Nash inequality, and (A.8) show for some universal \( C > 0 \) have that
\[
\text{\( n \)}
\]
It now follows from (A.7) and (A.5) that
\[
\int_{\mathbb{R}^2} n^{2p-1} u \cdot \nabla n dx = \lim_{R \to \infty} \int_{B(0, R)} u \cdot \nabla n^{2p} dx = \lim_{R \to \infty} \int_{\partial B(0, R)} u \cdot \frac{x}{|x|} n^{2p} ds.
\]
It now follows from (A.7) and (A.5) that
\[
\left| \int_{\mathbb{R}^2} n^{2p-1} u \cdot \nabla n dx \right| \leq A \cdot \| n \|_{L^\infty}^{2p-1} \liminf_{R \to \infty} \int_{\partial B(0, R)} Rn ds = 0,
\]
and then (A.9), Nash inequality, and (A.8) show for any universal \( C > 0 \),
\[
\frac{d}{dt} \| n \|_{L^p}^2 \leq - \frac{\| n \|_{L^p}^2}{C \| \nabla n \|_{L^2}^2} + C \| n \|_{L^p}^2 \| \nabla n \|_{L^2}^2 + \frac{\| n \|_{L^p}^2}{C} \left( - \frac{\| n \|_{L^p}^2}{C} + (Cp)^2 \left( \| \nabla n \|_{L^2}^2 + \| n \|_{L^p}^2 \right) \right).\]
Now we apply the Moser-Alikakos iteration (see, e.g., [22, Lemma 3.2], [50, Appendix], or [53]) to get (A.6). Let \( a_j := \| n \|_{L^{p_j}(0, t_j^j)} \). When \( j = 1 \) (so \( p = 2 \)), the above estimate and (A.4) show
\[
a_2 \leq C_{L^4} = C_{L^2}(C, \| n_0 \|_{L^1} + \| n_0 \|_{L^\infty}) < \infty.
\]
When \( j = 2, 3, \ldots \), after using \( \| n_0 \|_{L^1} \leq \| n_0 \|_{L^\infty} := \| n_0 \|_{L^1} + \| n_0 \|_{L^\infty} \) we instead obtain
\[
a_{j+1} \leq \max \left\{ \left( \frac{\tilde{C}}{C} \right)^{1/2} a_j, \| n_0 \|_{L^1} + \| n_0 \|_{L^\infty} \right\},
\]
with \( \tilde{C} := \max \{ C(\| n_0 \|_{L^1} + C_{L^4}), 1 \} \). Then for all \( j \geq 2 \) we have
\[
a_j \leq \max \left\{ C_{L^4}, \| n_0 \|_{L^1}, \| n_0 \|_{L^\infty} \right\} \prod_{k=2}^{\infty} \left( \frac{\tilde{C}}{C} \right)^{1/2^k} =: C_{\infty}(C_{L^2}, \| n_0 \|_{L^1 \cap L^2})
\]
(recall that \( H^2(\mathbb{R}^2) \subseteq L^\infty(\mathbb{R}^2) \) by Sobolev embedding), yielding (A.6) with this \( C_{\infty} \).

Finally, we note that the above results and proofs easily extend to the shear flow case (1.5), with no requirement on the second spatial moment of \( n \) needed here because \( u \) is bounded.

**Theorem A.3.** For \( d \in \{2, 3\} \), \( u \in C^2(\mathbb{T}^{d-1}) \), and \( 0 \leq n_0 \in L^1(\mathbb{R} \times \mathbb{T}^{d-1}) \cap H^2(\mathbb{R} \times \mathbb{T}^{d-1}) \), there is \( t_0 = t_0(\| n_0 \|_{L^2}, A) > 0 \) such that there is a unique \( H^2_{\infty} \)-solution \( n \) to (1.5) with \( n(0, x) = n_0(x) \) on the time interval \([0, t_0]\), and \( n \) remains unique on any time interval \([0, T]\) on which \( \| n(t, \cdot) \|_{L^2} \) remains bounded. Moreover, if
\[
\| n \|_{L^\infty([0, T]; L^2)} \leq C_{L^2}
\]
for some \( T, C_{L^2} < \infty \) (here \( T \) is assumed to be smaller than the maximal time of existence for \( n \)), then \( \| n(t, \cdot) \|_{L^1} \) is constant, \( \| n(t, \cdot) \|_{H^1} \) continuous, and \( \| n(t, \cdot) \|_{H^2} \) bounded on \([0, T]\), and
\[
\| n \|_{L^\infty([0, T]; L^2)} \leq C_{\infty} = C_{\infty}(C_{L^2}, \| n_0 \|_{L^1 \cap L^2}) < \infty.
\]
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