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1. (25 points) Let \((a_n), (b_n)\) and \((c_n)\) be three sequences of real numbers satisfying

\[ a_n \leq b_n \leq c_n \]

for all \(n \in \mathbb{N}\). Suppose that \(\lim a_n = a, \lim c_n = c\), where \(a\) and \(c\) are two real numbers, \(a < c\).

Let \(S\) denote the set of the subsequential limits of \((b_n)\). Prove that \(S \subset [a, c]\).

**Solution.** Denote by \(S\) the set of the subsequential limits of \((b_n)\). Let \((b_{n_k})\) be a convergent subsequence of \((b_n)\), \(\lim_{k \to \infty} b_{n_k} = b \in S\). Consider the corresponding subsequences \((a_{n_k})\) and \((c_{n_k})\) of \((a_n)\) and \((c_n)\).

Since \(\lim a_n = a\), by Theorem 11.3 any subsequence on \((a_n)\) converges to \(a\). In particular

\[ \lim_{k \to \infty} a_{n_k} = a. \] (1)

Similarly, by Theorem 11.3

\[ \lim_{k \to \infty} c_{n_k} = c. \] (2)

It is given that \(a_n \leq b_n \leq c_n\) for any \(n \in \mathbb{N}\), therefore for any \(k \in \mathbb{N}\)

\[ a_{n_k} \leq b_{n_k} \leq c_{n_k}. \] (3)

By the corollary to the squeeze lemma, (1), (2) and (3) imply that

\[ a \leq \lim_{k \to \infty} b_{n_k} \leq c. \] (4)

Therefore, if \(b \in S\), then \(b \in [a, c]\), and thus \(S \subset [a, c]\).

2. (25 points) Let \((x_n)\) be a sequence of real numbers given by

\[ x_n = (-1)^n \left(1 + \frac{1}{n}\right)^n + \sin \frac{\pi n}{2} \]

for \(n \in \mathbb{N}\). Determine the set of the subsequential limits of \((x_n)\), \(\limsup x_n\) and \(\liminf x_n\).

**Solution.** Denote by \(S\) the set of the subsequential limits of \((x_n)\), and denote

\[ a_n = (-1)^n, \quad b_n = \left(1 + \frac{1}{n}\right)^n, \quad c_n = \sin \frac{\pi n}{2}. \] (5)

By the important example from Lecture 7, \(\lim b_n = e\), and by Theorem 11.3 each subsequence of \((b_n)\) converges to \(e\).

If \(n_k = 2k\), then \(a_{n_k} = 1, c_{n_k} = 0\) for all \(k \in \mathbb{N}\), and \(\lim_{k \to \infty} x_{n_k} = e\).

If \(n_k = 4k - 3\), then \(a_{n_k} = -1, c_{n_k} = 1\) for all \(k \in \mathbb{N}\), and \(\lim_{k \to \infty} x_{n_k} = -e + 1\).
If \( n_k = 4k - 1 \), then \( a_{n_k} = -1, \ c_{n_k} = -1 \) for all \( k \in \mathbb{N} \), and \( \lim_{k \to \infty} x_{n_k} = -e - 1 \).

We conclude that \( S \supset \{e, -e + 1, -e - 1\} \).

If \( s \notin \{e, -e - 1, -e + 1\} \), denote \( \delta := \min\{|e - s|, |e - 1 - s|, |e + 1 - s|\} > 0 \).

Take \( N > 0 \), such that \( |b_n - e| < \frac{\delta}{2} \) for all \( n > N \).

If \( n > N \) and \( n = 2k \), then

\[
|x_{2k} - s| = |b_{2k} - s| \geq |e - s| - |b_{2k} - e| > \delta - \frac{\delta}{2} = \frac{\delta}{2} > 0.
\]

If \( n > N \) and \( n = 4k - 3 \), then

\[
|x_{4k-3} - s| = |b_{4k-3} + 1 - s| \geq |e + 1 - s| - |b_{2k} - e| > \delta - \frac{\delta}{2} = \frac{\delta}{2} > 0.
\]

If \( n > N \) and \( n = 4k - 1 \), then

\[
|x_{4k-1} - s| = |b_{4k-1} - 1 - s| \geq |e - 1 - s| - |b_{4k-1} - e| > \delta - \frac{\delta}{2} = \frac{\delta}{2} > 0.
\]

Therefore, \( |x_n - s| > \frac{\delta}{2} > 0 \) for all \( n > N \), so \( s \notin S \), and thus \( S = \{e, -e + 1, -e - 1\} \).

3. (25 points) Determine if the series

\[
\sum_{n=1}^{\infty} \left( \frac{n}{n+1} \right)^{n^2}
\]

converges.

**Solution.** Note that for all

\[
\sqrt[n]{\left( \frac{n}{n+1} \right)^{n^2}} = \left( \frac{n}{n+1} \right)^n = \left( \frac{1}{\left(\frac{n+1}{n}\right)^n} \right)\]

therefore, by the important example from Lecture 7

\[
\lim_{n \to \infty} \sqrt[n]{\left( \frac{n}{n+1} \right)^{n^2}} = \lim_{n \to \infty} \frac{1}{\left(\frac{n+1}{n}\right)^n} = \frac{1}{e} < 1.
\]

By the root test the series converges.

4. (25 points) Prove that the function \( f(x) = 7^x \) is not uniformly continuous on \( \mathbb{R} \).

**Solution.** Consider the sequence \( (x_n) \) with

\[
x_n = \log_7 n.
\]
Then
\[ x_{n+1} - x_n = \log_7(n + 1) - \log_7 n = \log_7 \frac{n + 1}{n}. \]  

(12)

The function \( x \mapsto \log_7 x \) is continuous on \( \mathbb{R} \), therefore
\[ \lim_{n \to \infty} \log_7 \frac{n + 1}{n} = \log_7 \left( \lim_{n \to \infty} \frac{n + 1}{n} \right) = \log_7 1 = 0, \]

(13)

therefore
\[ \lim_{n \to \infty} (x_{n+1} - x_n) = 0. \]

(14)

On the other hand
\[ f(x_{n+1}) - f(x_n) = 7^{\log_7(n+1)} - 7^{\log_7 n} = n + 1 - n = 1. \]

(15)

Therefore, for any \( \delta > 0 \), by (14) there exist \( x_n, x_{n+1} \in \mathbb{R} \) such that \( |x_{n+1} - x_n| < \delta \), but by (15) \( |f(x_{n+1}) - f(x_n)| = 1 \). This contradicts the definition of the uniform continuity of function \( f \) on \( \mathbb{R} \).