Math 281 A Homework 7 Solution

1. Let {X;}}; be ii.d. from Pareto distribution with density

0
f) = Stz e),

for known constant ¢ > 0 and parameter 6 > 0. Derive the Wald, Rao, and likelihood ratio tests of
0 = 0y against a two-sided alternative.

Solution: We have

£(0) =nlogf +nblogc— (6 +1) ) log X,
i=1

(9) = g +nloge- Y log X;,
i1

" n
g (9) = _672.
Hence, 0, = l/log(X/c) and nI(0) = n/6>.

e Wald test:
W, = ?f(l/log(X/c)—Go)a

and we reject Ho when [W,| 2 z4/5.
e Rao test:

&F¢M%;A%uﬁ»

and we reject Ho when |R,| > zq/2.
e Likelihood ratio test:

A, = n(@olog(X/c) -log (001og(X/c)) - 1)7

and we reject Hy when 24, > 23/2'

2. Suppose X ~ multinomial(n, p), where p € R¥, and define 6 = (p1,...,pr_1). Suppose we wish to test
Hy:0 =0, against Hy : 0 + 0.

(a) Prove that the Wald and score tests are the same as the usual Pearson x? test;

Solution: Pearson y? test statistic is

_ _ 2
o2 . Zk: (X, —npi)® kz’:l (Xni —np;)° . (TS Xni-n i pi) (1)
tA np; i1 np; n(1- Y5 pi)
Then we derive Wald and score test statistics.
k-1 k-1 k-1
0(0) = Xy logp; + (n -3 Xn,i) log(l - pi),
i-1 i=1 i=1
Vi), = —= - k’fl , forie{1,2,...,k-1},
bi 1= pi
v2(0)i = - 5 - kj 5, forie{1,2,...,k-1},
P (1 - 2i-1 pz‘)
2 Xk o
V(0); = - 5, fori#je{l,2,....k-1}.

(1-2 )



Therefore,
~ Xn,i .
p;=—=, forie{l,2,....,k-1}
n

and
n n

[nI(0)]: = P + 7(1 S )

n
——— fori+je{1,2,...,k-1}.
(1_22111]%‘)

For Wald test, the test statistic is

k,—lX_ 2n k—lX_ 2
w2 (S n) g (S5 )

_ 2
_ kz_:l (X —npi)? N (Zz:1 (Xm- - np;))
i=1 np; n(l - Zi’tll Di

, forie{1,2,...,k-1},

[nI(0)]:; =

It can be found that (1) and (2) are equal.

For score test, recall the Sherman-Morrison formula

A tupT AL
Avuw ) t=Aat - ——
(A+uv’) 1+0TA 1y

With this formula, we can derive the expression of [nI(0)]™*

[(nI1(0));t =220 forie {1,2,... k-1},

[nI(6)];} plpﬂ forizje{l,2,... k-1}.

Therefore, the test statistics is

MU Xpi Xew Vo (" Xei X, ?
g () s B e
i-1 \ Di 1- 211101 n =1\ Pi 1- 27 lpz

It can be calculated that (1) and (3) are equal.
(b) Derive the likelihood ratio statistic.

Solution: The likelihood ratio statistic is

= X, 1 X,
=Y X, ilog =%+ X, 1 log Z—/n.
i=1 npi Zzlpz

3. Show that under sufficient regularity conditions, the mean integrated square error (MISE) of a kernel
estimator f,, with a bandwidth parameter h satisfies

R 1 h4 ” ?
MISES ()~ [ Ky [ @t [
What does this imply for an optimal choice of the bandwidth h?

Solution: We assume that f(x) is twice differentiable, and every integral on the right-hand side is
finite. Based on the bias-variance decomposition of MISE, we have

MISEf(fn):/Varff(:v)dx+f(IEff(a:)—f(x))zdx.

For the first term, by u-substitution and Taylor expansion, we have

v o - ;[w(ﬁf)—(m(xf)f]

= [ K -2 Ee | y2K<y>dy)




For small h > 0, taking integral with respect to  on both sides with Fubini theorem gives

f Vary f(z)dz ~ % f K2(y)dy. (4)

Then for the second term, with u-substitution and Taylor expansion again, we have
Brf(0) - $@) = [ K()(f(e-hy) - f(@)dy
h2 " 2
~ 5 (@) f y K (y)dy |,
S0
n ?
[ i@ - f@)aa-= [ f”(x)2dx( / yQK(y)dy) . (5)

Combining (4) and (5) completes the proof. Based on this, the optimal choice of the bandwidth h is

. ( [ K*(y)dy )/
n [ fr@Pda( [ PE@Wd)? )




