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Abstract. We prove a restricted projection theorem for an n − 2 di-
mensional family of projections from Rn to R.

The family we consider arises naturally in the context of the adjoint
representation of the maximal unipotent subgroup of SO(n − 1, 1) on
the Lie algebra of SO(n, 1).
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1. Introduction

The classical Marstrand projection theorem states that for a compact
subset K ⊂ Rn and for a.e. v ∈ Sn−1

(1.1) dimpv(K) = min(1,dimK),

where pv(X) = X · v is the orthogonal projection in the direction of v
and here and in what follows dim denotes the Hausdorff dimension. Anal-
ogous statements hold more generally for orthogonal projection into a.e.
m-dimensional subspace, with respect to the Lebesgue measure on Gr(m,n).

The question of obtaining similar results as in (1.1) where v is confined
to a proper Borel subset B ⊂ Sn−1 has also been much studied, e.g., by
Mattila, Falconer, Bourgain and others. Note, however, that without further
restrictions on B, (1.1) fails: e.g., if

B = {(cos t, sin t, 0) : 0 ≤ t ≤ 2π}

is the great circle in S2 and K is the z-axis, then pv(K) = 0 for every v ∈ B.
It was conjectured by Fässler and Orponen [FO14] that these are essen-

tially the only type of obstructions; more precisely, they conjecture that if
1
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γ : [0, 1] → S2 is a curve so that for all {γ(t), γ′(t), γ′′(t)} span R3 for all t,
then for a.e. t ∈ [0, 1],

dimpγ(t)(K) = min(1,dimK).

This conjecture was recently proved by [PYZ22]; see also the earlier work
[KOV17] which relies on similar techniques as [PYZ22], and the more recent
work [GGW22] which uses different techniques — a major difficulty here is
the failure of transversality in sense of [PS00].

In this paper we consider a restricted projection problem in the same vein,
which is motivated by recent applications in homogeneous dynamics, see §4
for more details.

Let us fix some notation in order to state the main results. Let n ≥ 3.
We use the following coordinates for Rn

Rn = {(r1,w, r2) : ri ∈ R,w ∈ Rn−2}.

Let L : Rn−2 → Rn−2 be an isomorphism, and let q : Rn−2 → R be a positive
definite quadratic form. For every t ∈ Rn−2, define πt = πL,q,t : Rn → R by

πt(r1,w, r2) = r1 +w · L(t) + r2q(t)

where w · L(t) is the usual inner product on Rn−2.

In this paper, we prove the following theorem.

1.1. Theorem. Let K ⊂ Rn be a compact subset. Then for almost every
t ∈ Rn−2 (with resepect to the Lebesgue measure), we have

dim(πt(K)) = min(1, dimK)

Indeed for most applications a discretized version of Theorem 1.1 is re-
quired. This is the content of the following theorem.

1.2. Theorem. Let 0 < α ≤ 1, and let 0 < δ0 ≤ 1. Let F ⊂ BRn(0, 1) be a
finite set satisfying the following:

#(BRn(X, δ) ∩ F ) ≤ C · δα · (#F ) for all X ∈ F and all δ ≥ δ0

where C ≥ 1.
Let 0 < ε < α/100. For every δ ≥ δ0, there exists a subset Bδ ⊂ B :=

{t ∈ Rn−2 : 1 ≤ ∥t∥ ≤ 2} with

|B \Bδ| ≪ ε−Aδε

so that the following holds. Let t ∈ Bδ, then there exists Fδ,t ⊂ F with

#(F \ Fδ,t) ≪ ε−Aδε · (#F )

such that for all X ∈ Fδ,t, we have

#
(
{X ′ ∈ Fδ,t : |πt(X ′)− πt(X)| ≤ δ}

)
≪ Cδ−10ε

0 · δα · (#F ),

where A is absolute and the implied constants depend on L and q.
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Remark. Throughout the paper, the notation a ≪ b means a ≤ Db for a
positive constant D whose dependence varies and is explicated in different
statements.

Also, for a Borel subset B ⊂ Rd, we denote the Lebesgue measure of B
by |B|.

The most difficult case of the above theorem is arguably the case n = 3,
which was studied in [KOV17, PYZ22] using fundamental works of Wolff
and Schlag [Wol00, Sch03] — see also [GGW22] for a different approach
to a more general problem in the same vein. Indeed when n > 3, it is
plausible that one may deduce the Theorem 1.2 using techniques of [PS00]
more directly; we, however, take a slightly different route which is a hybrid
of these two methods.

Acknowledgment. We would like to thank Amir Mohammadi for suggest-
ing the problem and for helpful conversations.

2. Proof of Theorem 1.1

Theorem 1.1 can be proved using the finitary version Theorem 1.2. How-
ever, for the convenience of the reader, we present a self contained proof of
Theorem 1.1 in this brief section. This will also help explain the main idea
of the proof of Theorem 1.2.

Let L and q be as in §1. For every t ∈ Rn−2, define

(2.1) ft = fL,q,t : Rn → R3 by ft(r1,w, r2) =
(
r1,w · L(t), r2q(t)

)
;

recall our coordinates Rn = {(r1,w, r2) : ri ∈ R,w ∈ Rn−2}.
2.1. Lemma. There exists ε0 = ε0(q, L) ≤ 0.01 so that the following holds.
Let 0 < ε < ε0. Let X,X ′ ∈ Rn satisfy that ∥X −X ′∥ = 1. Then∣∣{t ∈ B :

∥∥ft(X)− ft(X
′)
∥∥ ≤ ε}

∣∣ ≪ ε

where B = {t ∈ Rn−2 : 1 ≤ ∥t∥ ≤ 2} and the implied constant depend on L
and q.

Proof. Let us write X = (r1,w, r2) and X ′ = (r′1,w
′, r′2). Let us denote the

set in the lemma by S. If S ̸= ∅, then there exists some t ∈ B so that∥∥(r1 − r′1, (w −w′) · L(t), (r2 − r′2)q(t)
)∥∥ ≤ ε.

Thus |r1 − r′1| , |r2 − r′2| q(t) ≤ ε ≤ 1/10. This and ∥X −X ′∥ = 1 imply∥∥w −w′∥∥ ≫ 1

where the implied constant depends on min∥t∥=1 |q(t)|.
Altogether, either S = ∅ in which case the proof is complete, or we may

assume ∥w −w′∥ ≫ 1 and

S ⊂ {t ∈ B :
∥∥(w −w′) · L(t)

∥∥ ≤ ε}.
Since ∥w −w′∥ ≫ 1, the measure of the set on the right side of the above
is ≪ ε, where the implied constant depends on L and q.
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The proof is complete. □

Given a compactly supported probability measure µ on Rd, we let

Eα(µ) =
∫∫

dµ(X) dµ(X ′)

∥X −X ′∥α

denote the α-dimensional energy of µ.

2.2. Lemma. Let 0 < α < 1. Let µ be a probability measure supported on
BRn(0, 1) which satisfies

Eα(µ) ≤ C

for some C ≥ 1. Then for every R > 0, we have∣∣{t ∈ Rn−2 : 1 ≤ ∥t∥ ≤ 2, Eα(ftµ) > R}
∣∣ ≤ C ′/R

where C ′ ≪ C
1−α . In particular, Eα(ftµ) < ∞ for (Lebesgue) a.e. t.

Proof. We recall the standard argument which is based on Lemma 2.1.
Put µt = ftµ. Using the definition of α-dimensional energy and the

Fubini’s theorem, we have∫
B
Eα(µt) dt =

∫
B

∫
Rn

∫
Rn

dµ(X) dµ(X ′)

∥ft(X)− ft(X ′)∥α
dt

=

∫
Rn

∫
Rn

∫
B

dt

∥ft(X)− ft(X ′)∥α
dµ(X) dµ(X ′)

Renormalizing with the factor ∥X −X ′∥α, we conclude that

(2.2)

∫
B
Eα(µt) dt =

∫
Rn

∫
Rn

∫
B

dt∥∥∥ft(X)−ft(X′)
∥X−X′∥

∥∥∥α dµ(X) dµ(X ′)

∥X −X ′∥α
.

Since α < 1, applying Lemma 2.1, we conclude that∫
B

∥∥∥∥ft(X)− ft(X
′)

∥X −X ′∥

∥∥∥∥−α

dt ≪ 1

1− α
.

This, (2.2), and Eα(µ) ≤ C imply that∫
B
Eα(µt) dt ≪

Eα(µ)
1− α

≪ C

1− α
.

The claim in the lemma follows from this and the Chebyshev’s inequality. □

Proof of Theorem 1.1. Let s ∈ R and t ∈ Rn−2. Then

(2.3)
πst(r1,w, r2) = r1 +w · L(st) + r2q(st)

= (1, s, s2) · ft(r1,w, r2).

Let K ⊂ BRn(0, 1) be a compact subset, and let κ = min(1,dimK). Let
0 < α < κ. By Frostman’s lemma, there exists a probability measure µ
supported on K and satisfying the following

µ(B(X, δ)) ≤ δα for all X ∈ K.
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Then by Lemma 2.2, applied with µ, there exists a conull subset Ξα ⊂ Rn−2

so that dim(ft(K)) ≥ α for all t ∈ Ξα. Applying this with αn = κ − 1
n for

all n ∈ N, we obtain a conull subset Ξ ⊂ Rn−2 so that

dim(ft(K)) ≥ κ, for all t ∈ Ξ.

Let t ∈ Ξ, and set Kt = ft(K). Then by [PYZ22, Thm. 1.3], see
also [GGW22], for a.e. s ∈ R, we have{

x1 + x2s+ x3s
2 : (x1, x2, x3) ∈ Kt

}
⊂ R

has dimension κ. This and (2.3) complete the proof. □

3. Proof of Theorem 1.2

We now turn to the proof of Theorem 1.2, the argument is a discretized
version of the argument in §2 as we now explicate.

Let F ⊂ Rn be a finite, and let µ be the uniform measure on F . Our
standing assumption is that for some 0 < α ≤ 1 and some C ≥ 1, we have

(3.1) µ(BRn(X, δ)) ≤ Cδα for all X ∈ F and all δ ≥ δ0.

Without loss of generality, we will assume δ0 = 2−k0 for some k0 ∈ N; we
will also assume that diam(F ) ≤ 1.

For a finitely supported probability measure ρ on Rd, define

E+
α,ρ : Rd → R by Êα,ρ(X) =

∫ ∥∥X −X ′∥∥−α

+
dρ(X ′)

where ∥X −X ′∥+ = max
(
∥X −X ′∥ , δ0

)
for allX,X ′ ∈ Rd — this definition

is motivated by the fact that we are only concerned with scales ≥ δ0,

We recall the following standard lemma.

3.1. Lemma. Let ρ be a finitely supported probability measure on Rd. As-
sume that for some X ∈ Rd we have

Êα,ρ(X) ≤ R.

Then for all δ ≥ δ0, we have

ρ(BRd(X, δ)) ≤ Rδα.

Proof. We include the proof for completeness. Let δ ≥ δ0, then

δ−αρ(BRd(X, δ)) ≤
∫
BRd (X,δ)

∥∥X −X ′∥∥−α

+
dρ(X ′)

≤
∫ ∥∥X −X ′∥∥−α

+
dρ(X ′) = Êα,ρ(X) ≤ R,

as it was claimed. □
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Recall our notation B = {t ∈ Rn−2 : 1 ≤ t ≤ 2}. For every t ∈ B, let
µt = ftµ where ft : Rn → R is defined as in (2.1):

(3.2) f(r1,w, r2) =
(
r1,w · L(t), r2q(t)

)
,

and Rn = {(r1,w, r2) : ri ∈ R,w ∈ Rn−2}.

3.2. Lemma. For every X ∈ F ,∫
B
Êα,µt(ftX) dt ≪ C |log2(δ0)|

where the implied constant is absolute.

Proof. Let X ∈ F . By the definitions, we have∫
B
Êα,µt(ftX) dt =

∫
B

∫ ∥∥ftX − ftX
′∥∥−α

+
dµ(X ′) dt.

Renormalizing with ∥X −X ′∥−α
+ and using Fubini’s theorem, we have∫

B
Êα,µt(ftX) dt =

∫ ∫
B

1
∥ftX−ftX′∥α+
∥X−X′∥α+

dt
∥∥X −X ′∥∥−α

+
dµ(X ′).

For every 0 ≤ k ≤ k0 − 1, let

Fk(X) = {X ′ ∈ F : 2−k−1 <
∥∥X −X ′∥∥ ≤ 2−k},

and let Fk0(X) = {X ′ ∈ F : ∥X −X ′∥ ≤ 2−k0}.
For all X ′ ∈ Fk0 , we have 1 ≤ ∥ftX−ftX′∥+

∥X−X′∥+
≤ 10. Thus,

(3.3)

∫
Fk0

∫
B

1
∥ftX−ftX′∥α+
∥X−X′∥α+

dt
∥∥X −X ′∥∥−α

+
dµ(X ′) ≪ µ(Fk0)2

k0α ≪ C.

We now turn to the contribution of Fk to the above integral for k < k0. If
X ′ ∈ Fk, for some k < k0, then ∥X −X ′∥+ = ∥X −X ′∥ and we have

(3.4)

∫
Fk

∫
B

1
∥ftX−ftX′∥α+
∥X−X′∥α+

dt
∥∥X −X ′∥∥−α

+
dµ(X ′) =

∫
Fk

∫
B

1
∥ftX−ftX′∥α+

∥X−X′∥α
dt

∥∥X −X ′∥∥−α
dµ(X ′).

By Lemma 2.1, we have∫
B

1
∥ftX−ftX′∥α+

∥X−X′∥α
dt ≤

∫
B

1∥∥∥ftX−ftX′

∥X−X′∥

∥∥∥α dt ≪ 1

where the implied constant is absolute. Thus

(3.4) ≪ µ(Fk)2
kα ≪ C
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This and (3.3) imply that∫
B
Êα,µt(ft(X)) dt ≪ Ck0 = C |log2(δ0)|

as we claimed. □

3.3. Proposition. Let 0 < ε < 1. There exists B′ ⊂ B with∣∣B \B′∣∣ ≤ ε−A′
δε0

so that the following holds. For every t ∈ B′, there exists Ft ⊂ F with

µ(F \ Ft) ≤ ε−A′
δε0

so that for every X ∈ Ft and every δ ≥ δ0 we have

µt

(
BR3(ft(X), δ)

)
≪ ε−A′

δ−3ε
0 · δα

where A′ is absolute and the implied constant depends on C.

Proof. The proof is based on Lemma 3.2 and Chebychev’s inequality as we
now explicate. First note that we may assume δ0 is small enough (polyno-
mially in ε) so that

δ
−ε/10
0 > |log δ0|

otherwise the statement follows trivially.
By Lemma 3.2, we have

(3.5)

∫
B
Êα,µt(ft(X)) dt ≤ C ′ |log2(δ0)| .

where C ′ ≪ C. Averaging (3.5), with respect to µ, and using Fubini’s
theorem we have

(3.6)

∫
B

∫
Êα,µt(ft(X)) dµ(X) dt ≤ C ′ |log2(δ0)| .

Let B′ = {t ∈ B :
∫
Êα,µt(ft(X)) dµ(X) < C ′δ−2ε

0 }. Then by (3.6) and
Chebychev’s inequality we have

µ(B \B′) ≤ δε0.

Let now t ∈ B′, then

(3.7)

∫
Êα,µt(ft(X)) dµ(X) ≤ C ′δ−2ε

0 .

For every t ∈ B′, set

Ft = {X ∈ F : Êα,µt(ft(X)) < C ′δ−3ε
0 }

Then (3.7) and Chebychev’s inequality again imply that µ(F \ Ft) ≤ δε0.
Altogether, for every t ∈ B′ and X ∈ Ft, we have

Êα,µt(ft(X)) =

∫ ∥∥ft(X)− ft(X
′)
∥∥−α

+
dµt(X

′) ≤ C ′δ−3ε
0

This and Lemma 3.1 imply that for every t ∈ B′ and X ∈ Ft, we have

µt

(
BR3(ft(X), δ)

)
≤ C ′δ−3ε

0 · δα for all δ ≥ δ0.
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The proof is complete. □

Proof of Theorem 1.2. We now turn to the proof of Theorem 1.2. As it
was done in the proof of Theorem 1.1, we will use the following observation:
for all s ∈ R and t ∈ Rn−2, we have

(3.8)
πst(r1,w, r2) = r1 +w · L(st) + r2q(st)

= (1, s, s2) · ft(r1,w, r2).

Apply Proposition 3.3 with ε as in the statement of Theorem 1.2. Let
B′ ⊂ B be as in that proposition, and for every t ∈ B′, let Ft be as in that
proposition. Then we have

(3.9) µt

(
BR3(ft(X), δ)

)
≤ C ′ε−A′

δ−3ε
0 · δα for all X ∈ Ft and δ ≥ δ0.

Let Kt = ft(Ft) ⊂ R3 and let ρt be the restriction of µt to Kt normalized
to be a probability measure. Then (3.9) and the fact that µ(F \ Ft) ≤ δε0
imply that

(3.10) ρt
(
BR3(Y, δ)

)
≤ 2C ′ε−A′

δ−3ε
0 · δα for all Y ∈ Kt and δ ≥ δ0.

This in particular implies that Kt and ρt satisfy the conditions in [LM21,
Thm. B], see also [PYZ22] and [GGW22, Thm. 2.1]. Apply [LM21, Thm. B]
with ε; thus, there there exists Jδ,t ⊂ [0, 2] with

|[0, 2] \ Jδ,t| ≤ Ĉε−Dδε

and for all s ∈ Jδ,t there is a subset Kδ,t,s ⊂ Kt with

ρt(Kt \Kδ,t,s) ≤ Ĉε−Dδε

so that for all Y ∈ Kδ,t,s, we have

ρt
(
{Y ′ ∈ Kt :

∣∣(1, s, s2) · (Y − Y ′)
∣∣ ≤ δ}

)
≤ Ĉε−Dδ−3ε

0 · δα−7ε;

Let A = max{A′, D}. In view of the definition of ρt and (3.8), we have
the following. For every t ∈ B′ and s ∈ Jδ,t, put Fδ,st = F ∩ f−1

t (Kδ,t,s).
Then

#(F \ Fδ,st) ≤ 10Ĉε−Aδε · (#F ),

and for every X ∈ Fδ,st, we have

(3.11) #{X ′ ∈ Fδ,st :
∣∣πst(X)− πst(X

′)
∣∣ ≤ δ}

)
≤ Ĉε−Aδ−3ε

0 δα−7ε.

This finishes the proof. Indeed, let Bδ ⊂ B be the set of t ∈ B for which
there exists Fδ,t ⊂ F with

#(F \ Fδ,t) ≤ 100Ĉε−Dδε · (#F )

so that for all X ∈ Fδ,t we have

#{X ′ ∈ Fδ,t :
∣∣πt(X)− πt(X

′)
∣∣ ≤ δ}

)
≤ Ĉε−Aδ−10ε

0 δα.

Then (3.11) implies that for every t′ ∈ B′ and s ∈ Jδ,t′ , we have st′ ∈ Bδ,
so long as st′ ∈ B. In particular, we conclude that

|B \Bδ| ≪ ε−Aδε
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as we aimed to prove. □

4. Theorem 1.2 and the isometry group of Hn

Let n ≥ 3, and let

Q0(x1, x1, . . . , xn+1) = 2x1xn+1 −
n∑

i=1

x2i

Then G = SO(Q0)
◦ ≃ SO(n, 1)◦ is the group of orientation preserving isome-

tries of Hn. Let

Lie(G) = {A ∈ sln+1(R) : ATQ0 +Q0A = 0}
where we identify Q0 and the corresponding symmetric matrix, i.e.,

Q0 =

0 0 1
0 −In−2 0
1 0 0

 .

Let H ⊂ G be the stabilizer of en = (0, . . . , 1, 0). Then

Lie(G) = Lie(H)⊕ r

where r is invariant under conjugation by H and dim r = n. More explicitly,

r =
{
X(r1,w, r2) : r1, r2 ∈ R,w ∈ Rn−2

}
where for r1, r2 ∈ R and w ∈ Rn−2,

(4.1) X(r1,w, r2) =


0 0 r1 0
0T

−r2
R(w)

0T

−r1
0 0 r2 0

 ∈ Matn+1(R)

here 0 ∈ Rn−2 and R(w) =

(
0n−2 wT

−w 0

)
∈ Matn−1(R).

We may identify r with Rn using the above coordinates. With this nota-
tion, put

r+ = {X(r1, 0, 0) : r1 ∈ R} ≃ R.
Define the subgroup U ⊂ H as follows. For every t ∈ Rn−2, let

ut =


1 t 0 1

2 ∥t∥
2

0T In−2
tT

0
0 0 1

 ∈ Matn+1(R).

where 0 ∈ Rn−1. Put

U = {ut : t ∈ Rn−2}.
It is worth noting that if as denotes the one parameter diagonal subgroup

of H defined by

ase1 = ese1, asen+1 = e−sen+1, asei = ei 2 ≤ i ≤ n,
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then
U = {h ∈ H : lim

s→−∞
asha−s = 1} and

r+ = {X ∈ r : lim
s→−∞

asXa−s = 0}.

For every t ∈ Rn−2, define

ξt : r → r+ by ξt(X) = (utXu−t)
+.

where for X ∈ r, X+ denote the orthogonal projection to r+.

We have the following lemma.

4.1. Lemma. Identify r+ and R as above. Then

ξt(X(r1,w, r2)) = πid,qst,t(r1,w, r2)

where id : Rn−2 → Rn−2 is the identity map and qst(t) =
1
2 ∥t∥

2.

Proof. The proof is based on a direct computation as we now explicate.
To simplify the notation slightly, we will write t̃ = (t, 0) and r̃i = (0, ri).

Note that t̃ · r̃i = 0. Recall also that

ξt(X) = (utX(r1, r2,w)u−t)
+

We have

utX(r1, r2,w) =

 1 t̃ 1
2 ∥t∥

2

0T In−2 t̃T

0 0 1

 0 r̃1 0
−r̃T2 R(w) −r̃1
0 r̃2 0

 =

 0 r̃1 + t̃R(w) + 1
2 ∥t∥

2 r̃2 0
−r̃T2 R(w) + t̃T r̃2 −r̃1
0 r̃2 0


Multiplying this with u−t, we have

utX(r1, r2,w)u−t = 0 r̃1 + t̃R(w) + 1
2 ∥t∥

2 r̃2 0
−r̃T2 R(w) + t̃T r̃2 −r̃1
0 r̃2 0

 1 −t̃ 1
2 ∥t∥

2

0T In−2 −t̃T

0 0 1

 =

0 r̃1 + t̃R(w) + 1
2 ∥t∥

2 r̃2 ∗
∗ ∗ ∗
∗ ∗ ∗


Since t̃R(w) = (0, t ·w), the above and the definitions of ξt and πt imply

ξt(X) = r1 + t ·w + 1
2 ∥t∥

2 r2 = πid,qst,t(r1,w, r2)

as we claimed. □

In view of Lemma 4.1, the following theorem is a restatement of Theo-
rem 1.2 in the language of adjoint action of U on r.
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4.2. Theorem. Let 0 < α ≤ 1, and let 0 < δ0 ≤ 1. Let F ⊂ Br(0, 1) be a
finite set satisfying the following

#(Br(X, δ) ∩ F ) ≤ Cδα · (#F ) for all X ∈ F and all δ ≥ δ0

where C ≥ 1.
Let 0 < ε < α/100. For every δ ≥ δ0, there exists a subset Bδ ⊂ B :=

{t ∈ Rn−2 : 1 ≤ ∥t∥ ≤ 2} with

|B \Bδ| ≪ ε−Aδε

so that the following holds. Let t ∈ Bδ, there exists Fδ,t ⊂ F with

#(F \ Fδ,t) ≪ ε−Aδε · (#F )

such that for all X ∈ Fδ,t, we have

#
(
{X ′ ∈ Fδ,t : |ξt(X ′)− ξt(X)| ≤ δ}

)
≤ Cδ−10ε

0 · δα · (#F )

where A and the implied constants are absolute.
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