
We've constructed Brownian motion (Bt)+ e- cop, for any
T >o ; in other words,

we have the wiener measures :

WE c- Prob ( Clee.TT
,
Rd ) )

It is easy to put these together and let 1-→ as
.

↳ start with pro
- BM

,

Markov precess txt) to ( Xt-Xs * Nest -0 ,

irdep . from §? )
↳ Using Kolmogorov 's continuity Criterion ,
find a version 155+7 esbst that is continuous , for each TEN .

↳ B
"'t
cat , ,

Bt are both versions of ✗ Ice.tl , so are versions

of each other . Both continuous ,
i. indistinguishable [HW ] .

Pat tests : Biot B ) = o

↳ i. For tc-cg.es ) , define Bj. = Bag .

L
" H - defused
confirms

.

Let W
"
= Law (Bt) e- Prob ( cess) , Rd ) )

→ Paths are ctcqt ] ties , ✗ < I
→ Paths are not locally on at any point of ✗¥ }

± *¥
.



Covariance

Let s - t
.

Then Bs-Bo
b

F- 113,13+1 = EIBs( Bst Bt- Bs) ) = F-[Bit ECBs(BgBsD
-

= I ELBA # Bs )

So
,
in general

,
ElBsBt|= sit

%( Bs
,
By) bk E[Bsfa too

.

Note : if { X ,}µt is any collection of random variables on a given

probability space , the function X : txt → IR
,
✗ 1st ) = Gv[Xs

,
Xt ]

has a positivity property .

Def: A function x :T✗T→1R is positive"Éefinite
iff for any finite subset A- It , -An ] c-T , the matrix
Mi ,

- = ✗Hit ;) is positive semidefinite .

④ .

M -- MT of } . M} > o { c- IR
" ¢42:A→tR .

X§tJ - Xltos ) • ¥4,7151021014330



Lemma : If ☒Dat : Init, D) → IR are random variables
,
then

✗ Cts ) = ✗ 1st) = Coulis,Xt] is positive - definite .

Pf
.

ix AST finite , and note that for any } :X→ IR , Gus

§←, ✗ 1st) }kilt )
= ¥ ¥, { wilt) Gvcxs,%-)
= G' ¥31011s, §, } # ×, )

) bilinear

so
,
we now know that the function

= Var / §, }lHXt)
> o .
H

✗ 1st )= Srt is positive definite .

F-g. ✗ Cst ) = set
- St

,
as sots 1

.

Let (Bttecgp ] be a B. M .

Be --0

Define it = Bio - TBI . ← Brownian bridge .

✗
•
=o
,
X

,
-

- B
,
- Bro .

Go (Kilt -
- F- KBS- SBI (Bt- TBDJ
= F-[ Bs Bid - TIECBSB ,) -sEfBfBj +St #CBN
= sat - tlsn D - s 6^1) tst - I



Gaussian Processes

↳call [Lee 26.1 ] a random vector I c- Rd is called I jointly ) Gaussian
if the characteristic function has the form

9¥ 4) = El ei }
. #
/ = e- £11 AYN

? e- { {
• C } C - HAT

pas. semidef
9*4) = e- tis.qtµ{

fer some A c- Mdxd
.

µ
- ECI) .

Equivalently , by the Cramer - Weld device ,
I is Gaussian iff 2. I is a normal random variable t} c- Rd .

Eg. f- Ée ⇒ Xn are normally distributed
,
ke { 1

, >
d } .

It is not sufficient just to check that the components
of ☒ are normally distributed .

Eg . ✗ =D No
,
1)
,
R =D 181+18-1 ,

X
,
R independent .

Y = RX =D Mgr ) .

✗ =D
- X

F- [ FLY) ) aElf / RX) ) = Elf 112¥ PIR> 1) + Effete#-) PCR=-D
I * HAD) I

= IEIFCX ) ] i. X -94 .
But IX.Y ) is not jointly Gaussian . [ HW ]



Note : if T : Rd→ Rd is an invertible linear transformation , and if
I-- TLE) is a Gaussian random vector

,
then so is I .

3.I = } • T
'

= 4-
- 'II. I is normally distributed .

/ In particular
: permuting the entries preserves joint Gaussianness .

Def : A stochastic process Ht) + c-T
: 048

,
D) → IR is called a Gaussian Process

if , for any finite collection of times t , , -, tn c-T
,
Ht

, ,→
✗ to is a

(jointly ) Gaussian random vector
.P3fgwnian motion is a Gaussian process .

Pf . Let ost
,
< tzc - . - - tn

.
Guff, c. f)

Let T( 04,312, - - -, In) = 1 Hi
, 712-24 , 713-312 , -

-

>
Hn - Hn-7

inverse : TÑy , - -gyro = lyyyityz, yityiy , -→ Yi +
→YD

1-(Bt
, ,
Btn) = (Bt , - Bo , Bti Bti , - - -, Btn - Btn -0

=D Nce
, /
"
Kuk 0

0 " k -k
,

] ) H



Theorem : Let e- 1-→ IR be any function , and let X : Txt→ IR be pas .definite .

Then there exists a Gaussian process ☒ tet :(rit, D) → IR with

E[ ✗+ f- ect) and Cov ( Xs
,
Xt) = ✗1st) ts.tt T .

Moreover
, any two Gaussian processes with mean c and covariance 6

have the same finite -dimensional distributions
.

Pf
.

Existence is an exercise in Kolmogorov's Extension theorem ; [Driver , Prep 31.6 ] .

For f. d. uniqueness : if I is a Gaussian vector ,

6*1 } ) = e- £14 for a positive semi -definite matrix C .

I
*Ceil .# ftp.o = E [ ixj ) like )e%* / IpoHim

= - Eli
,
- In] = - Gvlxj,XD

e-Pic} = e-
{§ Cab}a}b i. 4¥ is determined by

jh

2%1 ) /
{ = ,

= - Cjk .
ELH and Cev #

. µ



Cor : Sf (Xt) + e. [ yes, is a continuous Gaussian process with
F-Ht) --0 ,

F- (Xslt ) = set V-s.to
then X

. is a Brownian motion .

If , By the uniqueness result of the last theorem ,

X
.

and B.

have the same finite-dimensional distributions
. µ


