
Discrete Time Homogeneous Processes
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In discrete time and discrete (state ) space :
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Eg . (Ehrenfest Urn) Model as a Markov process :
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semipermeable membrane
,
N particles total .

Xn = # part , les on left .
At each time ? cheese a particle uniformly at random from
the whole urn
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and move it to the other side of the
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If 4) test is a Markov precess taking values in a discrete state space ,
it is typically called a Markov chain .

( some authors also call a discrete time process When a Markov chain
for any state space - discrete or not . Everyone agrees that

txt ) t so with continuous time and state space is a Markov process .)
Let's focus on discrete ( homogeneous) time and space .
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Note : this is only a small part of what "
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This is not a course on Markov chains - a rich and important field .

In the finite state space case , we often represent the data of the process
in a ( looped) graph :
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the Marker matrix P is a stochastic matrix
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