
The Markov Property
Let Ir

,
I
,

I tet , IP ) be a filtered probability space ,
(with Ts N or F- IR) .

An adapted stochastic process Xt : fr, → IS
,
B)

satisfies the Markov property if , for ft Bes,B) ,

Effi XD IIs I - El fl Xt l Xsl as . for all set in T
.

This is equivalent to
Elf l Esl = Fl XD a. s . for some Fe BBB)
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Let 8 ! : = ocxs : sst)
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Earlier
,
we derived a Marker property
EffNt ) 1 If I = Elf I Xsl tfe IBIS

,

B)
,
s - t

.

is is implied by the Etter - defined Marker property .
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Note : if T is countable
,
it suffices to state the Markov property

in the form Elf ( Xn+01 Fnl = El fl Xntilxnl
Induction : suppose Elf ( Xn) l Irl -- EffNwl Hel for some n > k

.
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The Markov property is about the present us . the past .

But it also tells us about the future -

Def : Given a stochastic process Hooey , the
future o - field II.s is defined as

J-Y.sn. = s ( Xo : t > s )

( It is a reverse filtration : if s
,
s s
. .
If 35¥

.)

Prop : Let cross
,

t
,

P) be a filtered probability space, and

let Holtet b :Tan adapted stochastic process satisfying
the Markov property . Then for SET,

II [ Y l Is I = EH 1 Xsl ft e Bcr
,
5- Es )

.



Lemma : Let IM = I g.Hag ,
- - - gnlxtn) :

new
,
s -- test , c - - -Ctn

, gjt IBIS,B) } .

Then IM is a multiplicative system , and AIMEE s .
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Lemma : Let IH = I T t Bl r
,
tis) : El NISI = LECH Xsl ) .

Then IH is a subspace , contains 1, and is closed under bounded convergence .
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. Subspace :

contains 1 :

closed under bounded convergence :



Prop : Let cross
,

t
,

P) be a filtered probability space, and

let Holtet b :tan adapted stochastic process satisfying
the Markov property . Then for SET,

IEC Y l Is I = EH 1 Xsl ft e Bcr
,
5- Es )

.

If
.

WTS HI = IB (r
,
8¥)

. By the lemmas, suffices to show Ms IH , where
IM = f g . g ,

- - - gnlxtn) : new
,
s -- test , c - - -Ctn

, gjt IBIS,B) } .
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,
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Conditional Independence
let tr

,
I
,
P) be a probability space ; A,B

,
if SF sub - o - fields .

Say that QB are conditionally independent given G if
PLAN BIG ) = MAIS) PlBIG) as . T A toe

,
BEB

.
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""sina.xei.am

Pl Ao BIC) = PLAID IPL BK) THEN ,
Be-B

.

I Why ? I

Eg .

Let X
,
Y be iid with law {Set 's Sa .

Then PLAN =L .

IEC X IX --YI -- ECT NHI = Elp flat 't 2-4=3
El XY 1×41 =

El,pxYf¥;fl= it -4th- te = sq



This gives us a " poetic" way to rephrase the Markov property .

Theorem : The Markov property says :
"Conditioned on the present, the past and the future are independent .

"

More precisely : let this tet, IP )
be a filtered probability space, and

let Xi. trip → B.B) be an adapted stochastic process .

Then

Kt) tet satisfies the Markov property iff , for each set
Is and II. s are conditionally independent given aXD .
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