
Introduction ke stochastic Processes
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A stochastic process is a collection Ht 's tet
of random variables Xt : oh,Fl → (GB) .

The minimal information we'd like to have about a stochastic process
is its finite - dimensional distributions :
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Set Xn = In .

Can explicitly describe the f. d. distributions .
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As we saw in (Lecture 34.21
,
it is often important

to understand aXi
,
K
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Def : A collection tet of o - fields is called

a filtration if % Eft when Sst in T
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sp) is called a filtered probability space .

A stochastic process (XDtet ( with Xj- th,9) → CS
,
B) )

is called adapted if Xt is It l B - measurable Tt et
.

Eg . If we set It = olXt) then Xt is clearly adapted .

Usually we can safely take this as the filtration . But if we have
more than one process around , we may need a more general filtration .
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This process satisfies the Markov property .

( Indeed
,
it fits the " random dynamics " model : Xnxi -- fun, Imd , X. = o .)

In the special case Con IRD ) that the law of 3 , is

PL f , = tej I = Id l sjsd
we call this stochastic process simple random walk

.



Erg . Suppose Him. . is a non -decreasing process

Define Nt = I
,
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Any such ( Xn) n> o T is called an arrival process .

The process INtwo is the associated counting process .

If we set In : = Xn - Xn - i ,
the fish? , are the

inter - arrival times
.

If the inter -arrival times are iid
,
Hon

> o is a renewal process .

The most important example of Lt he counting process associated te )
a renewal process is the Poisson process , which we'll study next time

.


