
Conditional Expectation and Independence
Ey Cx) is the

"best guess
" at X using only

information in G .

What if G has no

information about X ?
Prop . Let x : IBE)→ IS

,
B) be a random variable

,

and let G s I be a sub - o - field .

If 040
,
G are independent , and f: Ss IR is St . fcxdeltoyt.pl,

then
Eg Lf I = Effdot as .

Conversely , if Tholds for all fe Bls, B) , then ooo,G ane independent .

Pf. Let Ye BBG) .

Then ECHOYI

Elf Y !



Conditioning on a Random Variable Hector

If I : Is
,
8) → Is

.

B) (think S -
- Rd )

,

and Yt l't
,

I
,
P)
,
we denote

Eq HI = # ft to

This is in Lt ( r
,

o P ) .

In particular, it is a /Blk) -measurable .

By the Doob -Dynkin representation ,
there is a BIBAN - measurable function f 's

→ R

Notation : f, is, = :

St
.

"

#HI # I effed .

\
.

Equivalently : fu
,
:S→ IR is characterized by
ECT - h# = Effy h I the Bls

,
B)



If X
,
Y are independent , " Y is constant wrt x "

.

We can make this precise as follows .

Prop : Let X :C → ( SB)
,

Y : oh
,F)→ IT,e )

be random variables
.

Let P be a probability
measure on crit ) . If Xp are independent ,
and fe 1B ( sxt, Bose ) ,

then

Eff CX
,
Y) IX -x ) -- Effigy))

Ie
.

El fast) Ix ) = Effigythx

Pf. Since X
,

Y are independent, Missy , -Mx guy .

Thus
,
if he Bl SB) ,

Eff Hoh Cx) )



Eg . Suppose HD has a joint density f- exp. .

We want to identify El fash IN
this means we want , the IBC IR

,
BARD

,

El Elf lxlhcx)) = Elf hcx) I

/

Note : since KY) has a joint density , X has a density
paleA) = Pl# c- Ax =

¥,easy) dxdy
= SA ( fer logy ) dy ) da

II. ex ( x)
= freqy)dy



Prop : Let Lxii ) have density e -- ex,y .

Let excuse Sexy cosy ) dy be the marginal
density of X . Define

'

ex Ix ly tf : = exx.by)

Then for fo. Bury
,

ex ""

Elf IX ) - g CX) where gens
-

- ffusyoexixcy.la dy .

Bf
.

We saw on the last side
,
I holds provided g satisfies

g la) ex GD f f fea, y
) ex
,
y la, y ) dy for Al a. e .

see IR
.

We defined g to make this tree if execs > e .

Claim : If execs
-

- o then


