
The averaging property is the major workhorse
for conditioning : Essex ] E L
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Remark : " conditional " is a terrible name for this thing !
#NHL not "putting conditions "

on X
.

The bigger L is
,
the less constrained

ElXl I is !

Every time you here " conditioned ow "

, say to

yourself " projected on
" and everything will

make much more sense
.

The last example showed Ey C - I can mean partial integration :

integrating out some ( but not necessarily all ) variables .

This is

the sense in which it still makes sense to call it "expectation " .

(A much better name would be " partial expectation , given G "

.

)(
This motivates the fact that every integral inequality / convergence
theorem has a" conditional " vers rien .


