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The Wasserstein distance controls the

Kolmogorov distance - at least when one
of the measures has a bounded density .
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As usual , we apply a metric on measures
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