
Convergence Revisited

we've considered several modes of convergence
of random variables :

X n → X a. s .

Xn→ X in LP

Xn → p
X

All of these require information about the joint distribution
of { X

,
Xis

.

we're new going to turn to some
convergence notions that only care

about the individual distributions
.



Total Variation

Let quaint , be a sequence of probability measures on l S,B) .

They're just IR - valued functions on B
,
so we can use any

function convergence notion we like .

Def : Let µ ,
v be probability measures on CEB) .

The

total variation distance between them is

div (MN ) = Snuffy l MLB) - VC B) 1

If X
,
Y are (S

,B) - valued random variables
,

we set

div IX. Y) = dtvlmx.MN
= fzeulfgl BIX EB) - PMGB) I



Lemma : ( Scheff 'e ) If a is a finite measure on IS
,
B)

such that µ ,v ka with du -

- uda
,

do .- v da
,

then

div (M ,
V ) = { HU -V Hula) .

Pf
.
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Note : it is always possible to find such an d
.

In fact : if 4h17 , is any countable collection of finite measures ,
take a = I 2- nMn .

n z I

↳ : do is a complete metric on Prob ( SB) .

Bf . ( This can be shown directly , but the present approach is slicker
.

)
Let quinn: c Prebls,B) .

Fix a as above ; then dun -- and a .

. o
-

- div Cups)
.

. do IM
,Ms )

. If 9MW ,
is dry - Cauchy ,
d n

, um) → o



Cor : If h is a bounded ro
. on CSB)

,

then two- Prob ( SB)

I fshdm - Ssh do I s 2 drugs ul - Sgp Ihl .

Moreover
, do gyu ) = Is up { If helm -Ssh do l : ssuplhlsl }

Pf
.

.



Total variation works well when S is countable .

Lemma : If S is countable
,
and µ,Vt Prob ( SB) , then

dry (MN ) = I f.glMM -WHO I
k

i - Mn → type iff pink
→MIND the S

.

Pf.

I



Eg . Mp
't Bernoulli Cp) .

di-vlmp.mg)

Eg . V , El Poisson ( x) .

dtvlvx
,Vy )

Eg . dtv ( Mp, Vp )


