
The Law of Large Numbers : Revisited

Recall the weak Law of Large Numbers : ( Lee 12.27
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The proof was a simple application of Chebyshev 's inequality .

There are at least two ways we could improve the result :

t
.

Weaken the hypothesis that X n G K .

2. Strengthen the convergence from → p .



Cut - offs
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solution : trade up . Replace the weak uncorrelated
assumption with a stronger ( and natural )
independence assumption .
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We can replace Xn with Xnbixnk.mn
at the expense of assuming full independence .

The idea will then be to "
remove

" the cut-off
.

This approach does work (with some work !)
and we're going to follow it to prove :

Theorem : Kolmogorov 's strong Law of Large Numbers)
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Tail Equivalence
Def : Two sequences Exist . .
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we'd like to find a sequence of cut -offs
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Thus
,
in order to prove
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Advantages :

Disadvantages :


