
Conditioning
Let Crisp) be a probability space ,
and BEF with PCB) > e

.

Pl - IB) : 5- → 6.13 ,
MA l B) :=

is another probability measure en crit) .

It is conditional probability : MA IB) is the
"

new
"

probability of event A , in the event that B has occurred
.

Eg . Toss a fair coin twice .
A = l HH

,

HT
,
TH
,
TT 's

,

I = 2h
,

IP ( A) = #¥ .

Pl second toss is H I First loss is H )



Independence
Events A.Be't are (statistically independent
if planB) = PCA) MB)

.

More generally , if 4 ,
ez s I are two collections of events

,

we say they are independent if Pl Ap AD = MAD MAD fate , , Azeez .
It will be customary to apply this with Ej o -fields ; if so ,
we can recover the original definition by applying it to Cj - ofAj's

Observation : If A. B are independent, so are 6110
,
dB)

.



Independence of Many Collections of Events
what should it mean for A.Beef to be independent ?
Maybe just pairwise independence ?

Eg .
Two fair Giro tosses again .

A - SHH
,
HT) " first toss is H

"

B ' f HH
,
TH } "

Secord Koss is H "

C - 9 HT
,
TH) " the two tosses don't agree

"

P ( An B) = PLA) -- Pl B) e- PIG ' I
Pl Ao C) = i

. PLA) PCB) e PLA) PK) - Pl B) PIC) - I
IP ( Bec) =

But these should not be " independent
"

,
since A @ B ⇒ - C !

IP ( Aa Bnc) -



Maybe we just want PLA Bec) -- PLA)MB) IPCC) ?

E.g. Take any events A
,
B
,

andset C -- ¢ -

-

Def : C
,
,
. . .

,
en s 8 are independent it : TIS IN

Pitti ) = !I
,

MAD
,
t Ait Ci

,

it I
.

7

Observation : sf e .
.
. . .

.
en ane independent

,
so are Gor

,
. .
.

,
enor .

.

This makes the rotation se much easier
.

Lemma : If e
, ,

.

.

,
en EE and reej for all je cry then

-



Independence and G - Fields

we saw that events A
,
B being independent

⇒ dB , NB) are independent .

This does not apply to collections .

CHWI

But it does if the collections are
closed under finite intersections

.

Def : A collection e EF is a it - system
if it B closed under finite intersections :

A
,
Bee ⇒ ABEE

Theorem : I 15.21 If 9
,
.
.

,
en s I are independent to - systems ,

then oleo ,
. . .

,
Gen) are independent .



Lemma : If e s F is a N - system , and µ,u are
probability measures on 5- sit . µ --V one ,
then µ

- u on Cole)
.

Pf .



Theorem : 115.21 If 9
,
.
.

,
en SF are independent to - systems

then oleo ,
. . .

,
Gen) are independent .

Pf .



Def .

Let feel *T be any collection of subsets of I .
Call them independent iff , for all finite subsets
J CT

, Kj 's jet is independent .
Lemma : Let µn3n?

,
be an infinite sequence of

independent events .

Then

PCE
,

And = II MAD f. HWI

Borel - Cartelli Lemma II)
et fAnti , be independent events .

If E. MAD - o , then Phan i.all -1 .

E.g . Xn Et Bernoulli ( pm) where ⇐ pn
-

- es leg . pet ) .

If the events {Xi- t } are all independent
(e -g . tossing a sequence of biased independent coins
with PC Heads ) = pnl, then Patel for A

-

many n I = I .



Borel - Cartelli Lemma II)
et fAnti , be independent events .

If E. MAD - o , then 1PM i.all - t
.

Pf . { An ie
.
} = §

,
b. ran


