
MATH 180A : INTRO TO PROBABILITY
( FOR DATA SCIENCE)

www.math.ucsd.edu/ntkemp/18oA

Today : § 9.2 - 9.3

Next : REVIEW

Lab 7 Due Wednesday
,
Doc 4

.

Homework 8 Due Friday , Dec 6 .

Final Exam : Monday , Dec 9 , It :3Oa - 2:3op
in REC GYM



Reminder.ch#shevsIneguaity µFor any random variable X with finite
E CX) --µ Var CX) = 62

PllX-M>kdst@
We proved this using the fact that # is monotone :

X s y ⇒ # Cx) s # H)

Eg .

Ramen Men ya Ultra has , en average , tooo customers /day , with
a standard deviation of 15

.

Estimate the probability that today
they will have between 956 and 1044 customers .
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E.g. The Large Hadron Collider was built to detect and measure the
mass of the Higgs Boson . Call the mass M

.

For theoretical reasons
,

it is known that Ms 1.78 x le-23g .

How many trials do the LHC physicists need to do to estimate
the correct mass ( via sample mean) within to -24g ,

with probability 395% ?



stronglawoflarge-umb.rs
Let Xyxgxs, . . . ,Xn, . . . be an infinite sequence of it'd .

random variables
each with #Hj) =p .

Let x-n.li#n--tXh .

Then



The Law of Large Numbers says that if µXyxgxz , . . . are iid .

with mean µ , and Sn=X ,
t - - - +Xn

,

then
Sg → in

Centrallimitherem
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be iid random variables with length , Var to?

Then
,
and for - es - as bees

,
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Let Tn -- Gn- nm torn
.

We will show that

Myn It) → Mm, ,,Lt)
-
- et't for all te IR .



RateofGnvergencein
theorem ( Berry - Esseen ,

1941-42)

IP ( Snjrnnfi sa) - Iola) / s 3lEHxrnPI
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-
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What does the p .

d. f. of a Poisson (n) no.
look like for large n ?


