
MATH 180A : INTRO TO PROBABILITY
( FOR DATA SCIENCE)

www.math.ucsd.edu/ntkemp/18oA

Today : § 5.2
,
6.1

Next : § 6.2-6.3

Lab 5 due TONIGHT by 11:59pm
HW 6 due Friday ( Nov 15 ) by 11:59pm
Midterm 2 : Next Wednesday- Cl

covering chapters z- f .

NTR 101 of



hysheuldicaretmxt.nl
theorem : Suppose Mx It) soo for all t in some neighborhood

c-eyes of o
.

Then the function Mx uniquely determines the
distribution of X

.

( Ie . you can recover Fx from Mx
. )

Fx
,

fx
, px, Mx different tools to use in dfiferent contexts .



Let X - Ale
,
D

. ¥Question : what is the distribution of x2 ?
↳ To begin : which tool should we use? Exe ? fx. ? Px? Mi?



Eg .
Toss a fair die

, yielding X e 11,334,5, 63 .

What is the probability distribution of IX-31 ?

In general : if X is discrete
,
so is g CX) , and

Plglx) -- t) =



Importantle
Let X be a random variable

.

What is the distribution of Y = Fx CX) ?



Question : How does a computer generate a NGO random

To begin : we assume there is a way
Variable ?

to produce a U ~ Unif he
,
N) random sample .



Eg .

The CDF of Explx) is Flt) -- fo ,
too

1- e-
it
,
t > o .

#



Question

Suppose X and Y are both Ber Cpl random variables .
What is lPCX=Y ) ?

(a) p.pt It -pl -H -p)

lb) p
- H - p) t It-pl -p

IC) O

(d) I

(e) Not enough information .



Definition : Given (discrete) random variables Xi
,
K
,
. .
.,Xn

all defined on the same sample space ,

their jointdistributow is the collection of
a"

pix
,ski ,Xi-K, - . . ,Xn=kn){ all possible values k

,
of Xi
,
kofxz

,
. .

,
knofxn)

Eg
.

X
,

Y - BerCp) ,
X

f .#



Recovering Xj from X. = Hi,K. . . .. Xn) : Marginals
Suppose we knew px.lk) for all k -- Hi

, kg . . ., kn) .

How can we find pqltl ?


