
MATH 180A : INTRO TO PROBABILITY
( FOR DATA SCIENCE)

www.math.ucsd.edu/ntkemp/18oA

Today : § 4.6

Next : § 5. l - 5.2

Lab 4 due TONIGHT by 11:59pm
HW 5 due Friday ( Nov 8 ) by 11:59pm
↳ Error in problem statement of Exercise 4.40 :

the exact probability is I ooo327556
f- 0.000949681



Li -Tien the lemur hangs
out at Turtle Rock all

day .
He observes that

cars pass by rarely , randomly ,
an average every 30 minutes .

He marks the times they
come by on a number line :

#ix*
- -
4 in 6,111 8 in ( 12,16 ]
-

8 in Cle, 943
Over any time interval la, b I ,

"

on average
" there are

2lb-a) cars
.

Medel i N la, bi s # cars in Ca
,
bi n Poisson (2lb -al)



Poises µA Poisson process of rate X>o is a collection of distinct
random points in lo, es) with the following properties :

(1) For any bounded interval la, b) Cosas b dos )
the number

N ( la,b)) : = #points in la,by r Poisson ( Nb- a))
(2) For any non -overlapping intervals Ii- la ,,bI , In. Can , bad ,
the random variables NII

,) , NID ,
- . .

, NLID are

independent .

Useful notation : Nt = N ( le.tl ) .

Then Nllgbl) = Nb- Na
9

(D Nb - Na - Poisson ( X lb -al) " increments "

(2) as a ,2b, s qcbzs . - - samba cos I
N bi - Na , , Nba - Naz , - -

-

, Nba- Nan are independent



(Nt ) t > o is an example of a stochasticpess .

T
family of random variables indexedspetcial kind of stochastic by time ; usually with nice properties

process , with independent relating the distributions at different times .
increments

.

lsemetlmes called ( MATH 180131C )
a levy process .)
t
Not easy to achieve .

Fix e. as < te es . Nt = Ns t Nt - Ns

~
Poisson cat) InPoisson.us#--Y~PossaHtt-sDNt--XtY

A T
independent



theorem : let Xn Poisson A) and Yu Poisson fu) .

If X
,
Y are independent , then
Xxx n Poisson ( liter)

Proof : Think about binomials ( of the same success rate)
.

julep g
Sh ~ BinHP) Sn = X , tht - - -

t Xn
, Xj nd . Ber Ip)

Tm ~ Bmlm, p) Tms Y , tht - - - + Ym , Yj nd . Ber Ip)

Sn t Tm = X , txt
- - -t Xntitfzt - - - t Ym n Bin (ntm, p)
-

ntm Ind
. Bert p)

X -Pass a Bin In
,

In

T- Puss fu) re Bmcm, µ)
) HTT Sn tTm ~ Bmlntm, p)

Im
a Person ( Ktm) p)

Am = I =P → Chimp > np+mp=X+m
= Persson Ittf)#



Example : customers arriving at the Art of Espresso in the afternoon
arrive according to a Poisson process with rate 201hour .

(a) What is the probability no one comes between 2pm and 2:15pm?

N Is
,tf n Persson 120 It-O) rPeasants) MN -- k¥6

"

¥,
P T
2 24 Pl Ney - dz -- o) = E5 's o. 6744

(b) What is the probability that 2 customers come between 2pm
and 2:15pm , and 5 customers come between 2:15pm and 2:20pm?

Pl Ney - Nz = 2 of Nz;
- Nzd

,
= 5)

$2,2 'al e → 12¥ ,2's)
non - overlapping .↳

play . f-2) Pl das - day 's)
-

- (Es ' he s)
-
-

Persson ko Persson ke - Gt-ID e. 1704%
Persson is ) Posse( Slg)



Let Nt) to be a Poisson process of intensity X- o .
Let T be the time of the first jump lie . first customer Karl etc)

Nt = { q t T is random
.

What is the distribution of T ? It . find its CDF .

Ft Lt) = BIT s t) = I - BIT > t)
11

^ of tee
.

{T > t} -- { no calls in Gtf }/ Pl Tat) = Pl Nt -- o ) = E
't

- it t
= f - e Persson (at)
T- Exp CD

ft H) = { te
-
tt
t> e

c ten
.



Constantino
Let Nt) ta. be a Poisson process of intensity do

.

Fix some to 30 .

Define a new process Mt = Nwt - Nt
. .

What kind of process is it ?

T
is a Persson ID

.

Mio- Ma = (Nbn
.

- Ha) - ( Nan.-

= N b tt. - datto ~ Poisson (X (Lbxtd - latte)))
-
= b - aHas the right increments .

Also independent (similar argument) . ) Mt is a Persson

process of intensity b .



Example : In a Poisson process of intensity X , what is the
distribution of the time interval between the teeth
event and the booth ?

Let t = time of the th event
.

Then Mt-- Nate
,

- Nta
,

is a Persson IN process . Let T be the time of the booth event

for No ; this is the time of the 1st event for Mf !
S . T n Expelled .

How about I = time of second jump ? Tiggs
( come back to this later


