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This book provides the necessary foundation for students interested in any 
of the diverse areas of mathematics which require the notion of a differentiable 
manifold. It is designed as a beginning graduate-level textbook and presumes 
a good undergraduate training in algebra and analysis plus some knowledge 
of point set topology, covering spaces, and the fundamental group. It is 
also intended for use as a reference book since it includes a number of items 
which are difficult to ferret out of the literature, in particular, the complete and 
self-contained proofs of the fundamental theorems of Hodge and de Rham. 

The core material is contained in Chapters I, 2, and 4. This includes 
differentiable manifolds, tangent vectors, submanifolds, implicit function 
theorems, vector fields, distributions and the Frobenius theorem, differential 
forms, integration, Stokes' theorem, and de Rham cohomology. 

Chapter 3 treats the foundations of Lie group theory, including the 
relationship between Lie groups and their Lie algebras, the exponential 
map, the adjoint representation, and the closed subgroup theorem. Many 
examples are given, and many properties of the classical groups are derived. 
The chapter concludes with a discussion of homogeneous manifolds. The 
standard reference for Lie group theory for over two decades has been 
Chevalley's Theory of Lie Groups, to which I am greatly indebted. 

For the de Rham theorem, which is the main goal of Chapter 5, axiomatic 
sheaf cohomology theory is developed. In addition to a proof of the strong 
form of the de Rham theorem-the de Rham homomorphism given by 
integration is a ring isomorphism from the de Rham cohomology ring to the 
differentiable singular cohomology ring-it is proved that there are canonical 
isomorphisms of all the classical cohomology theories on manifolds. The 
pertinent parts of all these theories are developed in the text. The approach 
which I have followed for axiomatic sheaf cohomology is due to H. Cartan, 
who gave an exposition in his Seminaire 1950/1951. 

For the Hodge theorem, a complete treatment of the local theory of 
elliptic operators is presented in Chapter 6, using Fourier series as the basic 
tool. Only a slight acquaintance with Hilbert spaces is presumed. 
I wish to thank Jerry Kazdan, who spent a large portion of the 
summer of 1969 educating me to the whys and wherefores of inequalities 
and who provided considerable assistance with the preparation of this chapter. 
I also benefited from notes on lectures by J. J. Kohn and Stephen Andrea, 
from several papers of Louis Nirenberg, and from Partial Differential 
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Preface vi 

Equations by Bers, John, and Schechter, which the reader might wish to 
consult for further references to the literature. 

At the end of each chapter is a set of exercises. These are an integral 
part of the text. Often where a claim in a chapter has been left to the reader, 
there is a reminder in the Exercises that the reader should provide a proof 
of the claim. Some exercises are routine and test general understanding 
of the chapter. Many present significant extensions of the text. In some 
cases the exercises contain major theorems. Two notable examples are 
properties of the eigenfunctions of the Laplacian and the Peter-Weyl theorem, 
which are developed in the Exercises for Chapter 6. Hints are provided for 
many of the difficult exercises. 

There are a few notable omissions in the text. I have not treated complex 
manifolds, although the sheaf theory developed in Chapter 5 will provide 
the reader with one of the basic tools for the study of complex manifolds. 
Neither have I treated infinite dimensional manifolds, for which I refer the 
reader to Lang's Introduction to Differentiable Manifolds, nor Sard's theorem 
and imbedding theorems, which the reader can find in Sternberg's Lectures 
on Differential Geometry. 

Several possible courses can be based on this text. Typical one-semester 
courses would cover the core material of Chapters 1, 2, and 4, and then 
either Chapter 3 or 5 or 6, depending on the interests of the class. The 
entire text can be covered in a one-year course. 

Students who wish to continue with further study in differential geometry 
should consult such advanced texts as Differential Geometry and Symmetric 
Spaces by Helgason, Geometry of Manifolds by Bishop and Crittenden, and 
Foundations of Differential Geometry (2 vols.) by Kobayashi and Nomizu. 

I am happy to express my gratitude to Professor I. M. Singer, from whom 
I learned much of the material in this book and whose courses have always 
generated a great excitement and enthusiasm for the subject. 

Many people generously devoted considerable time and effort to reading 
early versions of the manuscript and making many corrections and helpful 
suggestions. I particularly wish to thank Manfredo do Carmo, Jerry Kazdan, 
Stuart Newberger, Marc Rieffel, John Thorpe, Nolan Wallach, Hung-Hsi Wu, 
and the students in my classes at the University of California at Berkeley and 
at the University of Pennsylvania. My special thanks to Jeanne Robinson, 
Marian Griffiths, and Mary Ann Hipple for their excellent job of typing, and 
to Nat Weintraub of Scott, Foresman and Company for his cooperation and 
excellent guidance and assistance in the final preparation of the manuscript. 

Frank Warner 



This Springer edition is a reproduction of the original Scott, Foresman 
printing with the exception that the few mathematical and typographical 
errors of which I am aware have been corrected. A few additional titles 
have been added to the bibliography. 

I am especially grateful to all those colleagues who wrote concerning 
their experiences with the original edition. I received many fine suggestions 
for improvements and extensions of the text and for some time debated the 
possibility of writing an entirely new second edition. However, many of the 
extensions I contemplated are easily accessible in a number of excellent 
sources. Also, quite a few colleagues urged that I leave the text as it is. 
Thus it is reprinted here basically unchanged. In particular, all of the 
numbering and page references remain the same for the benefit of those 
who have made specific references to this text in other publications. 

In the past decade there have been remarkable advances in the applications 
of analysis-especially the theory of elliptic partial differential equations, to 
geometry-and in the application of geometry, especially the theory of 
connections on principle fiber bundles, to physics. Some references to these 
exciting developments as well as several excellent treatments of topics in 
differential and Riemannian geometry, which students might wish to consult 
in conjunction with or subsequent to this text, have been included in the 
bibliography. 

Finally, I want to thank Springer for encouraging me to republish this 
text in the Graduate Texts in Mathematics series. I am delighted that it 
has now come to pass. 

Philadelphia, Pennsylvania 
October, 1983 

Frank Warner 
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After establishing some notational conventions which will be used throughout 
the book, we will begin with the notion of a differentiable manifold. These 
are spaces which are locally like Euclidean space and which have enough 
structure so that the basic concepts of calculus can be carried over. In this 
first chapter we shall primarily be concerned with the analogs and implications 
for manifolds of the fundamental theorems of differential calculus. Later, 
in Chapter 4, we shall consider the theory of integration on manifolds. 

From the notion of directional derivative in Euclidean space we will 
obtain the notion of a tangent vector to a differentiable manifold. We will 
study mappings between manifolds and the effect that mappings have on 
tangent vectors. We will investigate the implications for mappings of 
manifolds of the classical inverse and implicit function theorems. We will 
see that the fundamental existence and uniqueness theorems for ordinary 
differential equations translate into existence and uniqueness statements for 
integral curves of vector fields. The chapter closes with the Frobenius 
theorem, which pertains to the existence and uniqueness of integral manifolds 
of involutive distributions on manifolds. 

PRELIMINARIES 

1.1 Some Basic Notation and Terminology Throughout this text we 
will describe sets either by listings of their elements, for example 

{al, ... , an}, 
or by expressions of the form 

{x: P}, 

which denote the set of all x satisfying property P. The expression a E A 
means that a is an element of the set A. If a set A is a subset of a set B (that 
is, a E B whenever a E A), we write A c B. If A c Band B c A, then A 
equals B, denoted A =B. The negations of E, c and = are denoted by¢, 
¢ , and ¥: respectively. A set A is a proper subset of B if A c B but A ¥: B. 

2 



Preliminaries 3 

We will denote the empty set by 0. We will often denote a collection 
{U,.: a E A} of sets Urz indexed by the set A simply by { Urz} if explicit mention 
of the index set is not necessary. The union of the sets in the collection 
{U,.: a E A} will be denoted U Ua or simply U Urz. Similarly, their 

a:eA 
intersection will be denoted n urz or simply n urz . 

<xEA 

U U" ={a: a belongs to some Urz}· 
rzeA 

n U" ={a: a belongs to every Urz}. 
rzeA 

The expression f: A ---+- B means that f is a mapping of the set A into the 
set B. When describing a mapping by describing its effect on individual 
elements, we use the special arrow H; thus "the mapping m H f(m) of A 
into B" means thatfis a mapping of the set A into the set B taking the element 
m of A into the elementf(m) of B. If U c A, thenfl U denotes the restriction 
off to U, and f(U) = {bE B: f(a) = b for some a E U}. If C c B, then 
J-1(C) = {a E A: f(a) E C}. A mapping f is one-to-one (also denoted I : 1), 
or injective, if whenever a and bare distinct elements of A, thenf(a) ¥= f(b). 
A mappingfis onto, or surjective, ifj(A) =B. 

Iff: A ---+- B and g: C ---+- D, then the composition g of is the map 

g of: J-1(B n C) ---+- D 

defined by go f(a) = g(f(a)) for every a Ej-1(B n C). For notational 
convenience, we shall not exclude the case in which J-1(B n C)= 0. 
That is, given any two mappings f and g, we shall consider their composition 
go f as being defined, with the understanding that the domain of go f may 
well be the empty set. 

The cartesian product A x B of two sets A and B is the set of all pairs 
(a, b) of points a E A and bE B. Iff: A---+- C and g: B---+- D, then the 
cartesian productf x g of the maps f and g is the map (a, b) H (/(a), g(b)) 
of A X B into C X D. 

We shall denote the identity map on any set by "id." 
A diagram of maps such as 

A 

/\ 
B----~c 

g 

is called commutative if g of = h. 
We shall always use the term function to mean a mapping into the real 

numbers. 



4 Manifolds 

Let d ;;;: 1 be an integer, and let 

fR" = {a: a = (a1 , ••• , a.,) where the ai are real numbers}. 

Then fR" is the d-dimensional Euclidean space. In the cased= 1, we denote 
the rea/line fR 1 simply by fR. The origin (0, ... , 0) in Euclidean space of 
any dimension will be denoted 0. The notations [a,b] and (a,b) denote as 
usual the intervals of the real line a ~ t ~ b and a < t < b respectively. 
The function r1: fR"- fR defined by 

r,(a) =a,, 

where a = (a1 , •.• , a.,) E fR", is called the ith (canonical) coordinate function 
on fR". The canonical coordinate function r1 on fR will be denoted simply 
by r. Thus r(a) =a for each a E fR. Iff: X- fR", then we let 

fa= r, of, 

where fa is called the ith component function off 
Iff: fR - fR and t E fR, then we denote the derivative off at t by 

.!!_I (f) = df I = limf(t + h) - f(t). 
dr t dr t h-+o h 

Iff: fR"- fR, if 1 ~ i ~ n, and if t = (11 , ••• , t,.)E fR", then we denote 
the partial derivative off with respect to ri at t by 

1.
1 
(f)= of I = limf(tl •...• t·-~· ti +h. 'i+l· .... t .. ) _ f(t). 

ori t ori t h-+0 h 

If p E fR", then Bir) will denote the open hall of radius r about p. The 
open ball of radius r about the origin will be denoted simply by B(r). C(r) 
will denote the open cube with sides of length 2r about the origin in fR". 
That is, 

C(r) = {(a1 , ••• , a.,) E fR": lail < r for all i}. 

We shall use C to denote the complex number field apd C" to denote 
complex n-space, 

C" = {(z1, ••• , z,.): z1 E C for I !5: i !5: n}. 

Unless we indicate otherwise, we shall always use the term neighborhood 
in the sense of open neighborhood. If A is a subset of a topological space, 
its closure will be denoted by A. If <p is a function on a topological space X, 
the support of <p is the subset of X defined by 

supp <p = <p-1(fR - {0}). 

We use the Kronecker index 

lJii = {
1, 

0, 

i=j 

i ""j. 
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If ot = (ot1 , ••• , otd) is ad-tuple of non-negative integers, then we set 

and 

If ot = (0, ... , 0), then we let 

a~~ 
-(f) =f. 
Or11 

DIFFERENTIABLE MANIFOLDS 

1.2 Definitions Let U c fRd be open, and letf: U ~ IR. We say that 
f is di.fferentiable of class Ck on U (or simply that f is Ck), for k a non
negative integer, if the partial derivatives o1for 11 exist and are continuous on U 
for [ot] ~ k. In particular,Jis C0 iff is continuous. Jf f: U ~ IR", then/ is 
differentiable of class Ck if each of the component functions j; = r; of is Ck. 
We say thatfis C"' if it is Ck for all k ~ 0. 

1.3 Definitions A locally Euclidean space M of dimension d is a 
Hausdorff topological space M for which each point has a neighborhood 
homeomorphic to an open subset of Euclidean space fRd. If cp is a homeo
morphism of a connected open set U c M onto an open subset of IRa, 
cp is called a coordinate map, the functions X; = r; o cp are called the coordinate 
functions, and the pair (U,cp) (sometimes denoted by (U, x1 , ... , xd)) is 
called a coordinate system. A coordinate system ( U, cp) is called a cubic 
coordinate system if cp(U) is an open cube about the origin in fRd. If mE U 
and cp(m) = 0, then the coordinate system is said to be centered at m. 

1.4 Definitions A differentiable structure~ of class Ck (1 ~ k ~ oo) 
on a locally Euclidean space M is a collection of coordinate systems 
{(U,., cp,.): ot E A} satisfying the following three properties: 

(a) U U,. = M. 
«eA 

(b) cp,. o cp11- 1 is Ck for allot, {J EA. 

(c) The collection ~ is maximal with respect to (b); that is, if 
(U,cp) is a coordinate system such that cp o cp,.-1 and cp,. o cp-1 are 
Ck for allot E A, then (U,cp) E~. 
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If :F0 = {(U~.~~ ,cp~.~): oc E A} is any collection of coordinate systems 
satisfying properties (a) and (b), then there is a unique differentiable struc
ture :F containing :F0 • Namely, let 

:F = {(U,cp): cp o cp~.~-1 and cp~.~ o cp-1 are C,. for all <p~.~ E :F0}. 

Then !F contains !F0 , clearly satisfies (a), and it is easily checked that !F 
satisfies (b). Now !F is maximal by construction, and so :F is a differentiable 
structure containing :F 0 • Clearly :F is the unique such structure. 

We mention two other fundamental types of differentiable structures on 
locally Euclidean spaces, types that we shall not treat in this text, namely, 
the structure of class C"' and the complex analytic structure. For a 
differentiable structure of class C"', one requires that the compositions in 
(b) are locally given by convergent power series. For a complex analytic 
structure on a 2d-dimensional locally Euclidean space, one requires that the 
coordinate systems have range in complex d-space C 11 and overlap holo
morphically. 

A d-dimensional differentiable manifold of class c~< (similarly C"' or complex 
analytic) is a pair (M,:F) consisting of a d-dimensional, second countable, 
locally Euclidean space M together with a differentiable structure :F of 
class C". We shall usually denote the differentiable manifold (M,:F) simply 
by M, with the understanding that when we speak of the "differentiable 
manifold M" we are considering the locally Euclidean space M with some 
given differentiable structure !F. Our attention will be restricted solely to 
the case of class ceo, so by differentiable we will always mean differentiable 
of class ceo. We also use the terminology smooth to indicate differentiability 
of class ceo. We often refer to differentiable manifolds simply as manifolds, 
with differentiability of class ceo always implicitly assumed. A manifold 
can be viewed as a triple consisting of an underlying point set, a second 
countable locally Euclidean topology for this set, and a differentiable 
structure. If X is a set, by a manifold structure on X we shall mean a choice 
of both a second countable locally Euclidean topology for X and a differ
entiable structure. 

Even though we shall restrict our attention to the ceo case, many of our 
theorems do, however, have c~< versions fork< oo, which are essentially 
no more complicated than the ones we shall obtain. They simply require that 
one keep track of degrees of differentiability, for differentiating a c~< function 
may only yield a function of class Ck-1 if 1 ~ k < oo. 

Unless we indicate otherwise, we shall always use M and N to denote 
differentiable manifolds, and M11 will indicate that M is a manifold of 
dimension d. 

l.S Examples 

(a) The standard differentiable structure on Euclidean space IR11 is obtained 
by taking !F to be the maximal collection (with respect to 1.4(b)) 
containing (IR11,i), where i: IR11 - IR11 is the identity map. 
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(b) Let V be a finite dimensional real vector space. Then V has a natural 
manifold structure. Indeed, if {e.} is a basis of V, then the elements of 
the dual basis {r.} are the coordinate functions of a global coordinate 
system on V. Such a global coordinate system uniquely determines a 
differentiabb structure :F on V. This differentiable structure is inde
pendent of the choice of basis, since different bases give C'', overlapping 
coordinate systems. In fact, the change of coordinates is given simply 
by a constant non-singular matrix. 

(c) Complex n-space en is a real 2n-dimensional vector space, and so, 
by Example (b), has a natural structure as a 2n-dimensional real 
manifold. If {et} is the canonical complex basis in which e, is the 
n-tuple consisting of zeros except for a 1 in the ith spot, then 

{el ' ... 'en' .J=iel' ... 'J=len} 

is a real basis for en, and its dual basis is the canonical global 
coordinate system on en. 

(d) The d-sphere is the set 
tl+l 

sr~. = {aE fRdH: l;al = 1}. 
i=l 

Let n = (0, ... , 0, 1) and s = (0, ... , 0, -1). Then the standard 
differentiable structure on sr~. is obtained by taking :F to be the maximal 
collection containing (Sd- n,pn) and (Sd- s,p.), where Pn and p. 
are stereographic projections from n and s respectively. 

(e) An open subset U of a differentiable manifold (M,:F M) is itself a 
differentiable manifold with differentiable structure 

:F u = {(U,. n U, q~,.l U,. n U): (U.,. ,q~,.) E.'F M}· 

Unless specified otherwise, open subsets of differentiable manifolds will 
always be given this natural differentiable structure. 

(f) The general linear group Gl(n,IR) is the set of all n X n non-singular 
real matrices. If we identify in the obvious way the points of IR n• with 
n x n real matrices, then the determinant becomes a continuous func
tion on IR n 2• Gl(n, IR) receives a manifold structure as the open subset 
of IR n• where the determinant function does not vanish. 

(g) Product manifolds. Let (M1 ,:F1) and (M8 ,:F2) be differentiable 
manifolds of dimensions d1 and d2 respectively. Then M1 X M 8 

becomes a differentiable manifold of dimension d1 + d2 , with differen
tiable structure :F the maximal collection containing 

{(U,. X V8 , cp,. X 1p8 : U,. X V8 -

fRr!.1 X fRda): (U,. ,cp,.) E!F1 , (V8 ,1p8) E-F1}. 
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1.6 Definitions Let U c M be open. We say that f: U- IR is a 
CCX) function on U(denotedfE C00 (U)) if fo cp-1 is coo for each coordinate 
map cp on M. A continuous map 'P: M - N is said to be difj'erentiable 
of class C00 (denoted tp E C00 (M,N) or simply tp E C00 ) if go tp is a coo function 
on tp-1(domain of g) for all coo functions g defined on open sets in N. 
Equivalently, the continuous map tp is coo if and only if cp o tp o T-1 is coo for 
each coordinate map T on M and cp on N. 

Clearly the composition of two differentiable maps is again differentiable. 
Observe that a mapping tp: M- N is coo if and only if for each m E M there 
exists an open neighborhood U of m such that 'P I U is coo. 

THE SECOND AXIOM OF COUNTABILITY 

The second axiom of countability has many consequences for manifolds. 
Among them, manifolds are normal, metrizable, and paracompact. Para
compactness implies the existence of partitions of unity, an extremely 
useful tool for piecing together global functions and structures out of local 
ones, and conversely for representing global structures as locally finite 
sums of local ones. After giving the necessary definitions, we shall give a 
simple direct proof of paracompactness for manifolds, and shall then derive 
the existence of partitions of unity. It is evident that manifolds are regular 
topological spaces and their normality follows easily from this and the 
paracompactness. We shall leave the proof that manifolds are normal as an 
exercise. For the fact that manifolds are metrizable, see [13]. 

1. 7 Definitions A collection { U.,} of subsets of M is a cover of a set 
W c M if W c U U., . It is an open cover if each U., is open. A sub
collection of the U., which still covers is called a subcover. A refinement 
{ V11} of the cover { U.,} is a cover such that for each {J there is an IX such that 
V11 c U., . A collection {A.,} of subsets of M is locally finite if whenever 
m E M there exists a neighborhood W m of m such that W m '"' A., ¢ 0 for 
only finitely many IX. A topological space is paracompact if every open cover 
has an open locally finite refinement. 

1.8 Definition A partition of unity on M is a collection { cpi: i E /} of 
coo functions on M (where I is an arbitrary index set, not assumed 
countable) such that 

(a) The collection of supports {supp cpi: i E /}is locally finite. 

(b) ~ cpi(p) = I for all p EM, and cp;(p) ~ 0 for all p EM and i E /. 
iel 

A partition of unity { cp;: i E /} is subordinate to the cover { U.,: IX E A} if for 
each i there exists an IX such that supp cpi c U.,. We say that it is subordinate 
to the cover {Ui: i E /} with the same index set as the partition of unity if 
supp cpi c Ui for each i E I. 
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1.9 Lemma Let X be a topological space which is locally compact 
(each point has at least one compact neighborhood), Hausdorff, and second 
countable (manifolds, for example). Then X is paracompact. In fact, each 
open cover has a countable, locally finite refinement consisting of open sets 
with compact closures. 

PROOF We prove first that there exists a sequence {G;: i = 1, 2, ... } 
of open sets such that 

(1) 

Gi is compact, 

G; c G;+t• 
00 

X= UGi. 
i=l 

Let {Ui: i = 1, 2, ... } be a countable basis of the topology of X 
consisting of open sets with compact closures. Such a basis can be 
obtained by starting with any countable basis and selecting the sub
collection consisting of basic sets with compact closures. The fact 
that X is Hausdorff and locally compact implies that this subcollection 
is itself a basis. Now, let G1 = U1 . Suppose that 

Gk = U1 u · · · u U1k • 

Ther.letjk+l be the smallest positive integer greater thanjk such that 

ik+l 

Gk c U ui, 
i=l 

and define 

i=l 

This defines inductively a sequence {Gk} satisfying (1). 

\ \ \ \ 
\ \ \ \ 
\ \ \ \ 

• • • J • 

G,_, G,_t GHl 
I I I I 
I I I I 
I I I I 

• • 
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Let {U .. : a. E A} be an arbitrary open cover. The set Gi - Gi-l is 

compact and contained in the open set Gi+l- Gi_2 • For each i ~ 3 
choose a finite subcover of the open cover {U .. f"'' (Gi+l - Gi_2): 

a. E A} of Gi - Gi-l , and choose a finite subcover of the open cover 

{U .. f"'' G3 : a. E A} of the compact set G2 • This collection of open sets is 
easily seen to be a countable, locally finite refinement of the open cover 
{u .. }, and consists of open sets with compact closures. 

1.10 Lemma There exists a non-negative C"' function rp on IRd which 
equals 1 on the closed cube C(1) and zero on the complement of the open cube 
C(2). 

PROOF We need only let rp be the product 

(1) rp = (h o r1) · · · (h or d), 

where h is a non-negative coo function on the real line which is 1 on 
[ -1 ,1] and zero outside of ( -2,2). To construct such an h, we 
start with the function 

(2) { 
-1/t 

f(t) = ~ 
t>O 

t~O 

which is non-negative, coo, and positive for t > 0. Then the function 

(3) 
f(t) 

g(t) = f(t) + /(1 - t) 

is non-negative, coo, and takes the value 1 for t ~ 1 and the value zero 
fort ~ 0. We obtain the desired function h by setting 

(4) h(t) = g(t + 2)g(2 - t). 

1.11 Theorem (Existence of Partitions of Unity) Let M be a differ
entiable manifold and { u .. : a. E A} an open cover of M. Then there exists a 
countable partition of unity {rpi: i = 1, 2, 3, ... } subordinate to the cover 
{ U .. } with supp rpi compact for each i. If one does not require compact supports, 
then there is a partition of unity { rp .. } subordinate to the cover {U .. } (that is, 
supp cp .. c U .. ) with at most count ably many of the rp .. not identically zero. 

PROOF Let the sequence {Gi} cover M as in 1.9(1), and set G0 = 0. 

For p EM, let i!P be the largest integer such that p EM- Gi . Choose 
" an oc 71 such that p E u .. p , and let ( V, T) be a coordinate system centered 

at p such that V c u .. f"'' (Gi +2- Gi) and such that T(V) contains 
-- " " " the closed cube C(2). Define 

(1) - tcp o T 
'ljJp- 0 

on V 

elsewhere 



Tangent Vectors and Differentials 11 

where ~ is the function 1.10(1). Then "PP is a C"' function on M which 
has the value 1 on some open neighborhood Wp of p, and has compact 
support lying in V c Ua'P n (G;v+2 - G;J For each i ~ 1, choose a 
finite set of points p in M whose corresponding Wp neighborhoods 
cover G; - G;_1 . Order the corresponding "PP functions in a sequence 
"Pi• j = 1, 2, 3, . . . . The supports of the "Pi form a locally finite family 
of subsets of M. Thus the function 

(2) 

is a well-defined C"' function on M, and moreover 1p(p) > 0 for each 
p EM. For each i = 1, 2, 3, ... define 

"Pi (3) ~i =-. 
"P 

Then the functions { ~;: i = 1, 2, 3, ... } form a partition of unity 
subordinate to the cover {Ua} with supp ~; compact for each i. If we 
let ~a be identically zero if no ~; has support in U,. , and otherwise let 
~,. be the sum of the ~; with support in Ua , then { ~,.} is a partition of 
unity subordinate to the cover {Ua} with at most countably many of the 
~,. not identically zero. To see that the support of ~a lies in Ua, ob-
serve that if .91 is a locally finite family of closed sets, then U A = U A. 

AEJ# .A_E.!# 

Observe, however, that the support of ~a is not necessarily compact. 

Corollary Let G be open in M, and let A be closed in M, with A c G. 
Then there exists a C"' function ~: M- fR such that 

(a) 0 :::;; ~(p) :::;; 1 for all p EM. 

(b) ~(p) = 1 ifp EA. 

(c) supp ~ c G. 

PROOF There is a partition of unity { ~,VJ} subordinate to the cover 
{G, M- A} of M with supp ~ c G and supp "P c M- A. Then ~ 
is the desired function. 

TANGENT VECTORS AND DIFFERENTIALS 

1.12 A vector v with components v1 , ••• , va at a point p in Euclidean 
space fRcl can be thought of as an operator on differentiable functions. 
Specifically, iff is differentiable on a neighborhood of p, then v assigns to 
f the real number v(j) which is the directional derivative off in the direction 
v at p. That is, 

(1) v(f) = v1 - + · · · + Va- . of I of 1 
orl p orcl p 
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This operation of the vector v on differentiable functions satisfies two 
important properties, 

v(j + A.g) = v(f) + A.v(g), 
v(j ·g) = f(p)v(g) + g(p)v(j), 

(2) 

whenever f and g are differentiable near p, and A. is a real number. The 
first property says that v acts linearly on functions, and the second says that 
vis a derivation. This motivates our definition of tangent vectors on manifolds. 
They will be directional derivatives, that is, linear derivations on functions. 
The operation of taking derivatives depends only on local properties of 
functions, properties in arbitrarily small neighborhoods of the point at 
which the derivative is being taken. In order to express most conveniently 
this dependence of the derivative on the local nature of functions, we intro
duce the notion of germs of functions. 

1.13 Definitions Let mE M. Functions f and g defined on open sets 
containing m are said to have the same germ at m if they agree on some 
neighborhood of m. This introduces an equivalence relation on the coo 
functions defined on neighborhoods of m, two functions being equivalent 
if and only if they have the same germ. The equivalence classes are called 
germs, and we denote the set of germs at m by P m . Iff is a coo function on 
a neighborhood of m, then f will denote its germ. The operations of addition, 
scalar multiplication, and multiplication of functions induce on Fm the 
structure of an algebra over IR. A germ f has a well-defined value f(m) at m, 
namely, the value at m of any representative of the germ. Let F m c F m be 
the set of germs which vanish at m. Then F m is an ideal in P m , and we let 
F m k denote its kth power. F m k is the ideal ofF m consisting of all finite linear 
combinations of k-fold products of elements ofF m • These form a descending 
sequence of ideals F m :::> F m :::> F m 2 :::> F m 3 :::> •••• 

1.14 Definition A tangent vector vat the point mE M is a linear deriva
tion of the algebra Pm. That is, for all f, g E Fm and A. E IR, 

(a) v(f + A.g) = v(f) + A.v(g). 

(b) v(f ·g) = f(m)v(g) + g(m)v(f). 

Mm denotes the set of tangent vectors to Mat m and is called the tangent 
space to Mat m. Observe that if we define (v + w)(f) and (A.v)(f) by 

(v + w)(f) = v(f) + w(f) 
(A.v)(f) = A.( v(f)) 

(1) 

whenever v, wE Mm and A. E IR, then v +wand A.v again are tangent vectors 
at m. So in this way M m becomes a real vector space. The fundamental 
property of the vector space M m , which we shall establish in 1.17, is that 
its dimension equals the dimension of M. This definition of tangent vector 
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is not suitable in the Ck case for I ~ k < oo. (We will discuss the Ck case 
further in 1.21.) We give this definition of tangent vector for several reasons. 
One reason is that it is intrinsic; that is, it does not depend on coordinate 
systems. Another reason is that it generalizes naturally to higher order 
tangent vectors, as we shall see in 1.26. 

1.15 If cis the germ of a function with the constant value con a neighbor
hood of m, and if v is a tangent vector at m, then v(c) = 0, for 

v(c) = cv(1), 
and 

v(1) = v(1 • 1) = Iv(1) + lv(1) = 2v(1). 

1.16 Lemma Mm is naturally isomorphic with (Fm/Fm2)*. (The symbol * 
denotes dual vector space.) 

PROOF If v E M m ' then v is a linear function on F m vanishing on F m 2 

because of the derivation property. Conversely, if (E (Fm/Fm2)*, we 
define a tangent vector v1 at m by setting v1(f) = t( {f - f(m)}) for f E F m • 

(Here f(m) denotes the germ of the function with the constant value 
f(m), and {}is used to denote cosets in Fm/Fm2,_) Linearity of Vt on Fm 
is clear. It is a derivation since 

v1(f ·g) = t({f • g - f(m)g(m)}) 

= t({{f- f(m))(g - g(m)) + f(m)(g - g(m)) 

+ {f- f(m))g(m)}) 

= t({(f- f(m))(g- g(m))}) + f(m)t({g- g(m)}) 

+ g(m)t({f- f(m)}) 

= f(m)vr(g) + g(m)vr(f). 

Thus we obtain mappings of Mm into (Fm/Fm2)*, and vice versa. It 
is easily checked that these are inverses of each other and thus are 
isomorphisms. 

1.17 Theorem dim (Fm/Fm2) =dim M. 

The proof is based on the following calculus lemma [31]. 

Lemma If g is of class Ck (k;;:: 2) on a convex open set U about pin IR", 
then for each q E U, 

" a I (1) g(q) = g(p) + i~O~ P (r;(q)- r;(P)) 

+ l; (riq)- r;(p))(r;(q)- r;(P)) (1 - t) :l ! dt. i l 02 I 
'·' o ur; ur; C:r>+tCq-p)) 

In particular, if g E C"', then the second summation in (I) determines an 
element of FP 2 since the integral as a function of q is of class coo. 
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PROOF oF 1.17 Let ( U, tp) be a coordinate system about m with co
ordinate functions x1 , ... , xd (d = dim M). Let f E F m • Apply 
( 1) to f o tp-1, and compose with q~ to obtain 

on a neighborhood of m, where h E coo. Thus 

d o(Jo ?-1) I 
f =I (x1 - xlm))mod Fm2• 

i=1 Or; 'P(m) 

Hence {{x1 - x1(m)}: i = 1, ... , d} spans Fm/Fm2• Consequently 
dim F ml F m 2 ~ d. We claim that these elements are linearly independent. 
For suppose that 

Now, 

Thus 

d 

Ia,(x1 - x1(m))EFm2• 
i=1 

d d 
Ia;(x;- X;(m))o tp-1 = Ia;(r;- r;(tp(m))). 
i=l i=l 

d 

I a;(r1 - r1(cp(m))) E F!(ml. 
i=l 

But this implies that 

.i_ I (I a;(r;- r;(tp(m)))) = 0 
ori <p(m) 

for j = I, ... , d, which implies that the a; must all be zero. 

Corollary dim M m = dim M. 

1.18 In practice we will treat tangent vectors as operating on functions 
rather than on their germs. Iff is a differentiable function defined on a 
neighborhood of m, and v E M m , we define 

(1) v(f) = v(f). 

Thus v(f) = v(g) whenever f and g agree on a neighborhood of m, and 
clearly 

v(f + .'.g) = v(f) + .A.v(g) (.A. E rR ), 

v(f ·g) = f(m)v(g) + g(m)v(f), 
(2) 

where f + ).g and f · g are defined on the intersection of the domains of 
definition off and g. 

1.19 Definition Let (U,tp) be a coordinate system with coordinate 
functions x1 , •.. , Xa , and let m E U. For each i E (1, ... , d), we define 
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a tangent vector (ofox;)jm E Mm by setting 

(1) 

for each function/which is C''' on a neighborhood of m. We interpret (1) 
as the directional derivative ofjat min the X; coordinate direction. We also 
use the notation 

(2) of I = (1_ I )en. 
OX; m OX; m 

1.20 Remarks on 1.19 

(a) Clearly ( (ofox;)jm)(f) depends only on the germ off at m, and (a) and 
(b) of 1.14 are satisfied; so (ofox;)jm is a tangent vector atm. Moreover, 
{(ofox;)jm: i = 1, ... , d} is a basis of Mm. Indeed, it is the basis of Mm 
dual to the basis {{x1 - x1(m)}: i = l, ... , d} of Fm/Fm2 since 

0~; lm (x, - x;(rn)) = b;;. 

(b) If v E M m , then 

v = i v( X;) 1_ I . 
i~l OX; m 

Simply check that both sides give the same results when applied to the 
functions (x; - x1(rn)). 

(c) Suppose that (U,cp) and (V,1p) are coordinate systems about m, 
with coordinate functions x1 , •.. , xd and y1 , ..• , y d respectively. Then 
it follows from remark (b) that 

Observe that (ofox;) depends on cp and not only on X;. In particular, 
if x1 were equal to y1 , it would not necessarily follow that ojox1 equals 
a;ayl. 



16 Manifolds 

(d) If we apply Definition 1.19 to the canonical coordinate system 
r1 , ••• , '"" on IR"", then the tangent vectors which we obtain are none 
other than the ordinary partial derivative operators (ofori). 

1.21 Our proof of the finite dimensionality of Fm/Fm2 certainly fails in the 
Ck case for k < oo since the remainder term in the lemma of 1.17 will not 
be a sum of products of Ck functions, and the lemma doesn't even make 
sense in the C1 case. In fact, it turns out (see [21]) that Fm/Fm2 is always 
infinite dimensional in the Ck case for 1 ~ k < oo. There are various ways 
to define tangent vectors in the Ck case in order that dim M m = dim M 
(all of which work in the C"' case, too). One way is to define a tangent vector 
vat mas a mapping which assigns to each function (defined and differentiable 
of class Ck on a neighborhood of m) a real number v(j) such that if (U,cp) 
is a coordinate system on a neighborhood of m, then there exists a list of 
real numbers (a1 , ... , a"") (depending on cp) such that 

v(f) = f ai au 0 cp-1) I . 
i=l ori tp(m) 

Then the space Mm of tangent vectors again turns out to be finite dimensional, 
with a basis {(ofoxt>lm}. 

1.22 The Differential Let 'P: M --.. N be C"', and let m E M. The 
differential of 'P at m is the linear map 

(1) 

defined as follows. If v E Mm, then d'P(v) is to be a tangent vector at 'P(m), 
so we describe how it operates on functions. Let g be a C"' function on a 
neighborhood of 'P(m). Define d'ljJ(v)(g) by setting 

(2) d'ljJ(v)(g) = v(g o 'ljJ). 

It is easily checked that d'ljJ is a linear map of Mm into Ntp(ml • Strictly 
speaking, this map should be denoted d'P I M m , or simply d'Pm . However, we 
omit the subscript m when there is no possibility of confusion. The map 'P 
is called non-singular at m if d'Pm is non-singular, that is, if the kernel of (1) 
consists of 0 alone. The dual map 

(3) !5'1': N:<m>--.. M!, 
is defined as usual by requiring that 

(4) l5'1jJ(w)(v) = w(d'P(v)) 

whenever w E N: <m> and v E M m • In the special case of a C"" function 
f: M -..IR, if v E Mm andf(m) = r0 , then 

{5) df(v) = v(f) ..!!._I . 
dr ro 
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In this case, we usually take df to mean the element of M!, defined by 

(6) df(v) = v(f). 

That is, we identify dfwith of(w), where w is the basis of the !-dimensional 
space IR; dual to (djdr)/r . Particular usage will be clear from the context. 

0 0 

1.23 Remarks on 1.22 

(a) Let (U, x1 , ..• , xa) and ( V, y 1 , ••• , Yt) be coordinate systems about 
m and VJ(m) respectively. Then it follows from 1.22(2) and 1.20(b) that 

d?p(_E_ I ) =I. o(y; 0 VJ) 11._ I . 
oxj m i=l oxj m oyi tp{m) 

The matrix {o(y; o VJ)/ox1} is called the Jacobian of the map "P (with 
respect to the given coordinate system). For maps between Euclidean 
spaces, the Jacobian will always be taken with respect to the canonical 
coordinate systems. 

(b) If (U, x1 , ••. , Xa) is a coordinate system on M, and mE U, then 
{dx;/m} is the basis of M! dual to {ojox;!m}. Iff: M ~ IR is a coo 
function, then 

(c) Chain Rule. Let 1p: M ~Nand tp: N ~X be coo maps. Then 

d( (jl o VJ)m = dtp!p{m) o dVJm' 

or simply d( tp o VJ) = dtp o d1p. It is a useful exercise to check the form 
that this equation takes when the maps are expressed in terms of the 
matrices obtained by choosing coordinate systems. 

(d) If 1p: M ~Nand f: N ~ 1R are coo, then OVJ(dftp<m>) = d(f o VJ)m, for 
O?p(df'P<m>)(v) = df(dVJ(v)) = d(fo VJ)m(v) whenever v E Mm. 

(e) A coo mapping a: (a, b)~ M is called a smooth curve in M. Let 
t E (a, b). Then the tangent vector to the curve a at tis the vector 

da(:r I) E Ma{t). 

We shall denote the tangent vector to a at t by a(t). 

a b 
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Now, if v =f. 0 is any element of Mm, then vis the tangent vector to a 
smooth curve in M. For one can simply choose a coordinate system 
(U,cp), centered at m, for which 

v = dcp-1(_£_ 1 )· 
orl 0 

Then v is the tangent vector at 0 to the curve t ..._. cp-1(t, 0, ... , 0). 
One should observe that many curves can have the same tangent 
vector, and that two smooth curves a and Tin M for which a(t0) = 
T(t0) = m have the same tangent vector at t0 if and only if 

d(f o a) I = d(f o T) I 
dr to dr to 

for all functions f which are CCX) on a neighborhood of m. 
If a happens to be a curve in the Euclidean space IR n, then 

at=- - +···+--.( ) dal I a \ dan I a I 
dr t orl a(tl dr torn a(t; 

If we identify this tangent vector with the element 

( da1 I , ... , dan I ) 
dr 1 dr 1 

of IR n, then we have 

.( ) 1. a(t + h) - a(t) at=tm . 
11-+0 h 

Thus with this identification our notion of tangent vector coincides, 
in this special case, with the geometric notion of a tangent to a curve 
in Euclidean space. 

1.24 Theorem Let 'P be a CCX) mapping of the connected manifold M 
into the manifold N. Suppose that for each m E M, d'Pm = 0. Then 'P is a 
constant map. 

PROOF Let n E VJ(M). VJ-1{n) is closed. We need only show that 
it is open. For this, let mE VJ-1(n). Choose coordinate systems 
( U, X1, ... , xd) and ( V, Yt, ... , Yc) about m and n respectively, so 
that 1p(U) c V. Then on U, 

o = d1p(_i_) = ± o(y; 0 VJ) 1._ 
OX; i=l OX; OY; 

(j = 1, ... 'd), 

which implies that 

o(y; o VJ) = 0 
ox, (i = 1, ... , c; j = 1, ... , d). 
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Thus the functions Yi o 1p are constant on U. This implies that tp( U) = n; 
hence tp-1(n) is open and consequently tp-1(n) = M. 

We shall now see that in a natural way the collection of all tangent 
vectors to a differentiable manifold itself forms a differentiable manifold 
called the tangent bundle. We have a similar dual object called the cotangent 
bundle formed from the linear functionals on the tangent spaces. 

1.2S Tangent and Cotangent Bundles Let M be a coo manifold 
with differentiable structure :F. Let 

T(M) = U Mm, 
meM 

(1) 
T*(M) = U M!. 

meM 

There are natural projections: 

(2) 
7T: T(M) --+- M, 

TT*: T*(M)--+- M, 

7T( v) = m if v E M m , 

TT*(T) = m if T EM!. 
Let (U,cp) E!F with coordinate functions x1 , ••• , Xa. Define ~: 7T-1(U)-+
IRsa and~*: (7r*)~1(U)-+-IR 2a by 

(3) 
~(v) = (x1(7T(v)), ... , xa(1T(v)), dx1(v), ... , dxd(v)) 

~*(T) = ( x1(7T*(T)), ... , Xa(7T*(T)),T(O~J' • • • 'T(O~J) 
for all v E 7T-1(U) and T E (7r*)-1(U). Note that~ and~· are both one-to-one 
maps onto open subsets of IR2a. The following steps outline the construction 
of a topology and a differentiable structure on T(M). The construction for 
T*(M) goes similarly. The proofs are left as exercises. 

(a) If (U,cp) and (V,tp) e:F, then ip a ~-1 is C00 • 

(b) The collection {~-1(W): W open in IR2a, (U,cp) e:F} forms a 
basis for a topology on T(M) which makes T(M) into a 2d
dimensional, second countable, locally Euclidean space. 

(c) Let.#" be the maximal collection, with respect to 1.4(b), containing 

{(7r-l(U),~): (U,cp) E :#"}. 

Then .#" is a differentiable structure on T(M). 

T(M) and T*(M) with these differentiable structures are called respectively 
the tangent bundle and the cotangent bundle. It will sometimes be convenient 
to write the points of T(M) as pairs (m,v) where mE M and v E Mm (and 
similarly for T*(M)). 
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If V': M-+ N is a coo map, then the differential of VJ defines a mapping 
of the tangent bundles 

(4) dVJ: T(M)-+ T(N), 

where dVJ(m,v) = dVJm(v) whenever v E Mm. It is easily checked that (4) 
is a coo map. 

1.26t Higher Order Tangent Vectors and Differentials It is useful 
to look at Mm as (Fm/Fm2)*, for this point of view allows an immediate 
generalizapon to higher order tangent vectors. We digress for a moment 
to give these definitions. 

Recall that P m is the algebra of germs of functions at m. F m c F m is 
the ideal of germs vanishing at m, and Fmk (k an integer~ 1) is the ideal of 
F m consisting of all finite linear combinations of k-fold products of elements 
ofFm. 

The vector space F mf F':n+l is called the space of kth order differentials at m, 
and we denote it by kMm. As before, f denotes the germ off at m, and {} 
will denote cosets in Fm/F':n+1• Letfbe a differentiable function on a neighbor
hood of m. We define the kth order differential d"f off at m by 

(1) d"f = {f- f(m)}. 

A kth order tangent vector at m is a real linear function on P m vanishing 
on F':n+1 and vanishing also on the set of germs of functions constant on a 
neighborhood of m. The real linear space of kth order tangent vectors at 
m will be denoted by Mmk· We have a natural identification of Mmk with 
(k M m) * since any kth order tangent vector restricted to F m yields a linear 
function on Fm vanishing on F':n+l, and hence yields an element of (kMm)*; 
and conversely an element of (kMm)* uniquely determines a linear function 
on F m vanishing on F':n+l, and this extends uniquely to a kth order tangent 
vector by requiring it to annihilate germs of constant functions. 

We can tie up this notion of higher order tangent vector with the usual 
notion of higher order derivative in Euclidean space by looking at the forms 
that these tangent vectors and differentials take in a coordinate system. 
Let ( U, rp) be a coordinate system about m with coordinate functions 
x1, ... , x11 such that rp(U) is a convex open set in Euclidean space IR11 • 

Let oc = ( oc1 , ••• , oc11) be a list of non-negative integers .. In addition to 
our conventions of 1.1, we let 

(x - x(m))11 = (x1 - x1(m))111 • • • (x11 - xa(m))<~d, 

Let f be a coo function on U. Then it follows from the lemma of 1.17, that 

k 

(2) f = f(m) + I a~~(x - x(m) ) 11 + I h11 (x - x(m) )11, 

[11]=1 [11]=7<+1 

t The material of this section will not be used elsewhere in the book, and so it may be 
skipped without loss of continuity. 



Tangent Vectors and Differentials 21 

where the h« are coo functions on U and where 

(3) a« = _!_ o«(J o cp-1) I . 
od or« ql(m) 

Hence 

(4) 

Thus the collection 

(5) [{(x- x(m))«}: 1:::;;; [IX):::;;; k] 

spans kMm. The proof that these elements are linearly independent in 
k M m is the obvious generalization of the proof for the case k = 2 which was 
treated in 1.17. Thus the collection (5) forms a basis ofk M m. Consequently 
kMm is finite dimensional with dimension equal to the binomial coefficient 

I (d+~- 1). AsthedualspaceofkMm, Mmkisalsofinitedimensional 
1=1 J 

with the same dimension. Since Mmk is identified with (kMm)*, and these 
spaces are finite dimensional, we have a canonical isomorphism of k M m with 
(Mmk)*, under which the element of d"JEkMm, considered as an element 
of (Mmk)*, satisfies 

(6) d"f(v) = v(f). 

Let 

(7) o«j I = o«(J 0 cp-1) I . 
ox« m or« 'l'(m) 

Since the derivative is linear, and since the value of o1foxrz at m depends 
only on the germ of I at m and vanishes if I is constant on a neighborhood 
of m or if lis an [oc) + 1-fold product of functions which vanish at m, then 
(oafeJxa)lm is an [oc]th order tangent vector at m. It follows that 

(8) {(.!..)~ 1 : 1:::;;; [1X):::;;; k, 
IX! OX« m J 

is the basis of Mmk dual to the basis (5) ofkMm. If vis a kth order tangent 
vector at m, then 

(9) v= 'b-k ()« I 
"""' Cl (l ' [«]=1 ax m 

where 

(10) 

In terms of the basis (8), equation (3) becomes 

(11) a -.!.. o"f I 
«-IX! OX« m. 
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As in the case of first order tangent vectors, we customarily think of 
tangent vectors as operating on the functions themselves rather than their 
germs; indeed, we define 

(12) v(f) = v(f) 

whenever f is C«J on a neighborhood of m and v is a tangent vector of any 
order atm. 

Finally, just as there are natural mappings of tangent vectors and differen
tials associated with a differentiable map c:p: M - N, so are there linear 
mappings 

(13) 
dlcc:p: Mmlc-N!(m)• 

~Tcc:p: TcNq>(m)-TcMm 

defined by 

dkc:p(v)(g) = v(g o c:p), 

~kc:p(dkg) = dk(g 0 c:p) 
(14) 

whenever v E Mmk and g is a C«J function on a neighborhood of c:p{m). 
It is easily checked that (14) does indeed define the mappings (13) and that 
the mappings dkc:p and ~ll:c:p are dual. 

Our definition of a first order tangent vector in this section agrees with 
Definition 1.14 in view of Lemma 1.16. Moreover, we have seen three 
interpretations of the first order differential df of a function f; the inter
pretation (13) agrees with our original definition 1.22(1), the interpretation 
(6) agrees with 1.22(6), and we have the additional interpretation (1). 

SUBMANIFOLDS, DIFFEOMORPHISMS, AND THE 
INVERSE FUNCTION THEOREM 

1.27 Definitions Let tp: M - N be C«J. 

(a) tp is an immersion if dtpm is non-singular for each mE M. 

(b) The pair {M,tp) is a submanifold of N if tp is a one-to-one immersion. 

{c) tp is an imbedding if tp is a one-to-one immersion which is also a 
homeomorphism into; that is, tp is open as a map into tp(M) with 
the relative topology. 

(d) tp is a diffeomorphism if tp maps M one-to-one onto N and tp-1 

is coo. 

1.28 Remarks on 1.27 One can, for example, immerse the real 
line IR into the plane, as illustrated in the following figure, so that the first 
case is an immersion which is not a submanifold, the second is a submanifold 
which is not an imbedding, and the third is an imbedding. 
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p = lim "•(t) ,_+II) 

Immersion, Submanifold, Imbedding 
but not a Submanifold but not an Imbedding 

Observe that if (U,cp) is a coordinate system, then cp: U- cp(U) is a 
diffeomorphism. 

The composition of diffeomorphism& is again .a diffeomorphism. Thus 
the relation of being diffeomorphic is an equivalence relation on the collec
tion of differentiable manifolds. It is quite possible for a locally Euclidean 
space to possess distinct differentiable structures which are diffeomorphic. 
(See Exercise 2.) In a remarkable paper, Milnor showed the existence of 
locally Euclidean spaces (S7 is an example) which possess non-diffeomorphic 
differentiable structures [19]. There are also locally Euclidean spaces which 
possess no differentiable structures at all [14]. 

If 'P is a diffeomorphism, then d'Pm is an isomorphism since both 
(d'P o d'1jJ-1)I'I'(ml and (d'ljJ-1 o d'P)Im are the identity transformations. The 
inverse function theorem gives us a local converse of this-whenever d"Pm 
is an isomorphism, 'P is a diffeomorphism on a neighborhood of m. Before 
we recall the precise statement of the inverse function theorem, we give a 
definition which will be needed in the corollaries. 

1.29 Definition A set y1 , ••. , y1 of coo functions defined on some 
neighborhood of m in M is called an independent set at m if the differentials 
dy1 , ••• , dy1 form an independent set in M! . 

1.30 Inverse Function Theorem Let U c IR" be open, and let 
f: U- IR" be C(%). If the Jacobian matrix 

{a~r:1}i. i=l ..... d 

is non-singular at r0 E U, then there exists an open set V with r0 E V c U 
such that !I V maps V one-to-one onto the open set f(V), and <JI V)-1 is C(%). 

This is one of the results we shall assume from advanced calculus. For 
a proof, we refer the reader, for example, to [31] or [6]. 
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Corollary (a) Assume that 1p: M---+ N is C', that mE M, and that 
d1p: Mm---+ N"'<m> is an isomorphism. Then there is a neighborhood U of m 
such that 1p: U---+ 1p(U) is a diffeomorphism onto the open set 1p(U) in N. 

PROOF Observe that dim M = dim N, say d. Choose coordinate systems 
(V,cp) about m and (W;r) about 1p(m) with 1p(V) c W. Let cp(m) = p 
and T(1J!(m)) = q. The differential of the map 'To 1p o cp-1 I cp(V) is 
non-singular at p. Thus the inverse function theorem yields a diffeo
morphism (X: 0---+ (X(O) on a neighborhood 0 of p with 0 c cp(V). 
Then T-1 o (X o cp is the required diffeomorphism on the neighborhood 
U = cp-1(0) of m. 

N 

IX .~(W) 

~ 

Corollary (b) Suppose that dim M = d and that y1 , •.• , Ya is an 
independent set of functions at m0 EM. Then the functions y1 , ••• , Ya form 
a coordinate system on a neighborhood of m0 • 

PROOF Suppose that the Yi are defined on the open set U containing 
m0 • Define 1p: U---+ fRd by 

1p(m) = (y1(m), ... , Ya(m)) (mE U). 

Then 1p is C"'. Now t51J! is an isomorphism on (IR~<m >)* since 
0 

t51J!(dri) = d(ri o 1p) = dyi 

which implies that t51pl"'<mo> takes a basis to a basis. Consequently, the 
differential d'IJlmo (which is the dual of t51J!I"'<mo>) is an isomorphism. So 
the inverse function theorem implies that 1p is a diffeomorphism on a 
neighborhood V c U of m0 , and consequently the functions y1 , ••• , y a 
yield a coordinate system when restricted to V. 

Corollary (c) Suppose that dim M = d and that y1 , .•• ,y1 , with I< d, 
is an independent set of functions at m. Then they form part of a 'coordinate 
system on a neighborhood of m. 
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PROOF Let (U, x1 , ... , xd) be a coordinate system about m. Then 
{dy1 , ... , dy1 , dx1 , •.. , dxd} spans M!, . Choose d- I of the X; 

so that {dy1 , ••. , dy 1 , dx;,, ... , dx;d_) is a basis of M!. Then apply 
Corollary (b). 

Corollary (d) Let 1p: M---+ N be coo, and assume that d1p: Mm---+ N"'<m> is 
surjective. Let x1 , ... , x1 form a coordinate system on some neighborhood 
of 1p(m). Then x1 o 1p, ... , x1 o 1p form part of a coordinate system on some 
neighborhood of m. 

PROOF The fact that d1pm is surjective implies that the dual map 
b1pl"'<m> is injective. Thus the functions {x; o 1p: i = 1, ... , /} are 
independent at m since b1p(dx;) = d(x; o 1p). The claim now follows from 
Corollary (c). 

Corollary (e) Suppose that y1 , .•• , yk is a set of coo functions on a 
neighborhood of m such that their differentials span M!, . Then a subset of the 
y;forms a coordinate system on a neighborhood ofm. 

PROOF Simply choose a subset whose differentials form a basis of 
M!, , and apply Corollary (b). 

Corollary (f) Let 1p: M---+ N be coo, and assume that d1p: Mm---+ N"'<m> is 
injective. Let x1 , ... , xk form a coordinate system on a neighborhood of 
1p(m). Then a subset of the functions {x; o 1p} forms a coordinate system on a 
neighborhood of m. In particular, 1p is one-to-one on a neighborhood of m. 

PROOF The fact that d1pm is injective implies that b1pl"'<m> is surjective. 
This implies that {d(x; o 1p) = b1p(dx;): i =I, ... , k} spans M!,. 
This corollary then follows from Corollary (e). 

1.31 The situation often arises that one has a coo mapping, say 1p, of a 
manifold N into a manifold M factoring through a submanifold (P,rp) of 
M. That is, 1p(N) c rp(P), whence there is a uniquely defined mapping "Po 
of N into P such that rp o "Po = "P· The problem is: When is "Po of class coo? 
This is certainly not always the case. As an example, let Nand P both be the 
real line, and let M be the plane. Let (IR,1p) and (IR,rp) both be figtire-8 
submanifolds with precisely the same image sets, but with the difference that 
as t---+ ± oo, 1p(t) approaches the intersection along the horizontal direction, 
but rp(t) approaches along the vertical. Suppose also that 1p(O) = rp(O) = 0. 
Then "Po is not even continuous since "Po -I( -1, I) consists of the origin plus 
two open sets of the form (1X,+oo), (-oo,-!X) for some IX> 0. 

IR' IR' 
VI 

1R ---'---- IR' 

'I'( IR) 
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1.32 Theorem Suppose that 1p: N- M is coo, that (P,rp) is a submanifold 
of M, and that 1p factors through (P,rp), that is, 1p(N) c rp(P). Since rp is 
injective, there is a unique mapping "Po of N into P such that rp o "Po = "P· 

(a) "Po is coo if it is continuous. 

(b) "Po is continuous if rp is an imbedding. 

Another important case in which "Po is continuous occurs when (P,rp) is 
an integral manifold of an involutive distribution on M, as we shall see in 
1.62. 

PROOF Result (b) is obvious. So assume that "Po is continuous. We 
prove that it is coo. It suffices to show that P can be covered by co
ordinate systems (U;r) such that the map r o "Po restricted to the open 
set "Po-1(U) is coo. Let pEP, and let (V,y) be a coordinate system on a 
neighborhood of rp(p) in Ma. Then by Corollary (f) of 1.30 there exists a 
projection rr of rR a onto a suitable subspace (obtained by setting certain 
of the coordinate functions equal to 0) such that the map r = rr o y o rp 
yields a coordinate system on a neighborhood U of p. Then 

which is coo. 

To "Po I "Po-I(U) = rr o yo rp o "Po I "Po-l(U) 

= rr o yo "P I "Po-l(U), 

1.33 Further Remarks on Submanifolds Submanifolds (N1 , rp1) and 
(N2,rp2) of M will be called equivalent if there exists a diffeomorphism 
oc: N1 - N2 such that rp1 = rp2 o oc. 

This is an equivalence relation on the collection of all submanifolds of M. 
Each equivalence class ; has a unique representative of the form (A,i) 
where A is a subset of M with a manifold structure such that the inclusion 
map i: A-M is a C'' immersion. Namely, if (N,rp) is any representative 
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of E, then the subset A of M must be cp(N). We induce a manifold structure 
on A by requiring cp: N---. A to be a diffeomorphism. With this manifold 
structure, (A,i) is a submanifold of M equivalent to (N,cp). This is the only 
manifold structure on A with the property that (A,i) is equivalent to (N,cp); 
thus this is the unique such representative of E. 

The conclusion of some theorems in the following sections state that there 
exist unique submanifolds satisfying certain conditions. Uniqueness means 
up to equivalence as defined above. In particular, if the submanifolds of 
M are viewed as subsets A c M with manifold structures for which the 
inclusion maps are C"" immersions, then uniqueness means unique subset 
with unique second countable locally Euclidean topology and unique 
differentiable structure. 

In the case of a submanifold (A,i) of M where i is the inclusion map, 
we shall often drop the i and simply speak of the submanifold .A c M. 

Let A be a subset of M. Then generally there is not a unique manifold 
structure on A such that (A,i) is a submanifold of M, if there is one at all. 
For example, the diagrams in 1.31 illustrate two distinct manifold structures 
on the figure-S in the plane, each of which makes the figure-S together with 
the inclusion map a submanifold of IR2• However, we have the following 
two uniqueness theorems which involve conditions on the topology on A. 

(a) Let M be a differentiable manifold and A a subset of M. Fix a topology 
on A. Then there is at most one differentiable structure on A such that 
(A,i) is a submanifold of M, where i is the inclusion map. 

(b) Again let A be a subset of M. /fin the relative topology, A has a differen
tiable structure such that (A,i) is a submanifold of M, then A has a 
unique manifold structure (that is, un~que second countable locally Euclidean 
topology together with a unique differentiable structure) such that (A,i) 
is a submanifold of M. 

We leave these to the reader as exercises. Result (a) follows from an applica
tion of Theorem 1.32. Result (b) depends strongly on our assumption that 
manifolds are second countable, and for its proof you will need to use the 
proposition in Exercise 6 in addition to Theorem 1.32. 

1.34 Slices Suppose that (U,cp) is a coordinate system on M with 
coordinate functions x1 , ... , xd, and that c is an integer, 0 ~ c ~ d. Let 
a E cp(U), and let 

(I) S = {q E U: x1(q) = ri(a), i = c + 1, ... , d}. 

The subspace S of M together with the coordinate system 

(2) {x1 IS:j=l, ... ,c} 

forms a manifold which is a submanifold of M called a slice of the coordinate 
system (U,cp). 
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1.35 Proposition Let 1p: M0 -+- N 11 be an immersion, and let mE M. 
Then there exists a cubic-centered coordinate system (V,<p) about VJ(m) and a 
neighborhood U of m such that VJ I U is 1 :1 and VJ( U) is a slice of ( V, cp ). 

PROOF Let (W,T) be a centered coordinate system about VJ(m) with 
coordinate functions y1 , ••• ,y,. By Corollary (f) of 1.30 we can 
renumber the coordinate functions so that 

(1) 

is a coordinate map on a neighborhood V' of m where 1r0 : IR11 -+-IR 0 

is projection on the first c coordinates. Define functions {xi} on 
(1r0 o T)-1(i'(V')) by setting 

(2) ti 
X·= 

1 i-yio'Pof-lo?T0 o'T 

(i = 1, ... , c) 

(i = c + 1' ... ' d). 

The functions {xi} are independent at VJ(m), since at VJ(m), 

(
dyi 

dx. = 0 

• dyi + !,aH dy1 
i=l 

(i = 1, ... , c) 
(3) 

(i = c + 1, ... 'd) 

for some constants aii. By Corollary (b) of 1.30 the {xi} form a coordinate 
system on a neighborhood of 1p(m). Let V be a neighborhood of 1p(m) 
on which the x1 , ••• , x, form a cubic coordinate system. Denote the 
corresponding coordinate map by cp. Let U = VJ-1(V) n V'. Then 
U and (V,cp) are the required neighborhood and coordinate system. 
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We emphasize that this proposition only says that there is a neighborhood 
U of m such that tp(U) is a slice of the coordinate system (V,q>). Even if 
(M,tp) is a submanifold of N, it may well be that tp(M) n Vis far from being 
a slice or even a union of slices. For an example, consider again the figure-S 
submanifold of the plane: 

,. 

u 
I m ) M = IR• 

However, in the case that (M,tp) is an imbedded submanifold, the coordinate 
system (V,q>) can be chosen so that all of tp(M) n Vis a single slice of V. 

Let us now consider the question of the extent to which the set of coo 
functions on a manifold determines the set of coo functions on a submanifold. 
Let (M,tp) be a submanifold of N. Then, of course, if /E C00 (N), then 
f I M is a coo function on M. (More precisely, f o "P is a coo function on M.) 
In general, however, the converse does not hold; that is, not all coo functions 
on M arise as the restrictions to M of coo functions on N. For the converse 
to hold, it is necessary and sufficient to assume that "P is an imbedding and 
that tp(M) is closed. We prove the sufficiency in the following proposition, 
and leave the necessity as Exercise 11 below. 

1.36 Proposition Let tp: M---+ N be an imbedding such that tp(M) 
is closed in N. If g E coo (M), then there exists f E Cw(N) such that f o tp =g. 

To simplify notation, we shall suppress the map "P and consider M c N. 

PROOF For each point p E M there exists an open set 0 'II in N containing 
p and an extension of g from 0'11 n M to a cw function g'll on 0'11. 
One simply has to take 0 'II to be a cubic-centered coordinate neighbor
hood of p for which M n 0 'II is a single slice, and then define g 'II to be the 
composition of the natural projection of 0 'II onto the slice followed by 
g. The collection { 0 'II: p E M} together with N - M forms an open 
cover of N. By Theorem 1.11, there exists a partition of unity { rp1}, with 
j = 1, 2, ... , subordinate to this cover. Take the subsequence (which 
we shall continue to denote by { rp1}) such that supp rp1 n M :;!= 0. For 
each such j, we can choose a point p1 such that supp cp1 c 0 'P1 • Then 
f= 1 rp;gp1 is a C"' function on N, andfl M =g. 

; 
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IMPLICIT FUNCTION THEOREMS 

From the inverse function theorem we shall obtain two theorems which will 
provide us with an extremely useful way of proving that certain subsets of 
manifolds are submanifolds. Under suitable conditions on a differentiable 
map, the inverse image of a submanifold of its range will be a submanifold 
of its domain. We first recall the statement of the classical implicit function 
theorem. This is simply a local (but somewhat more explicit) version of the 
first "implicit function" theorem (1.38) that we shall prove for manifolds. 
We suggest that the reader supply a proof of 1.37 after reading 1.38. 

1.37 Implicit Function Theorem Let U c IR c-d x fRd be open, and 
let f: U--+ fRd be coo. We denote the canonical coordinate system on 
IR c-d X fRd by (r1 , ••• , rc-a, s1 , ••• , s11). Suppose that at the point (r0 ,s0) E U 

f(r0 ,s0) = 0, 

and that the matrix 

is non-singular. Then there exists an open neighborhood V of r0 in IR c-d and 
an open neighborhood W of s0 in 1R d such that V X W c U, and there exists 
a coo map g: V--+ W such that for each (p,q) E V x W 

(1) f(p,q) = 0 <=> q = g(p). 

IR' 

So 

w 

----1------+-----+--+---- IR•-• 
v ro 

f IR' 
C"' 
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1.38 Theorem Assume that 'IJ': M•-+ Na is Ca), that n is a point of N, 
that P = '1jJ-1(n) is non-empty, and that d'IJ': Mm-+ Ntp(ml is surjective for all 
mE P. Then P has a unique manifold structure such that (P,i) is a submanifo/d 
of M, where i is the inclusion map. Moreover, i: P-+ M is actually an 
imbedding, and the dimension of P is c - d. 

PROOF According to result (b) of 1.33, it is sufficient to prove that in 
the relative topology, P has a differentiable structure such that (P,i) is 
a submanifold of M of dimension c - d. For this it is sufficient to prove 
that if mE P, then there exists a coordinate system on a neighborhood 
U of m in M for which P 11 U is a single slice of the correct dimension. 
Let x1 , ••• , X a be a coordinate system centered at n in N. Then since 
d'IJ': M.,.-+ N 11 is surjective, it follows from Corollary (d) of 1.30 that 
the collection of functions 

{yi =xi o 'IJ': i = 1, ... , d}, 

forms part of a coordinate system about m E M. Complete to a co
ordinate system y1 , ••• , Ya , Ya+l, ... , Yc on a neighborhood U of m. 
Then P 11 U is precisely the slice of this coordinate system given by 

Yt = Y2 = · · · = Ya = 0. 

In this theorem the inverse image of a point is shown to be a submanifold 
as long as the differential is surjective at each point of the inverse image. 
A point can be thought of as a 0-dimensional submanifold. We now generalize 
this theorem by proving that under suitable conditions the inverse images 
of higher dimensional submanifolds. are themselves submanifolds. 

1.39 Theorem Assume that 'IJ': M-+ Na is Ca) and that (O•,ql) is a 
submanifold of N. Suppose that whenever mE 'ljJ-1( ql(O)), then 

(1) 

(not necessarily a direct sum). Then if P = 'ljJ-1( ql(O)) and is non-empty, 
P can be given a manifold structure so that (P,i) is a submanifold of M, where 
i is the inclusion map, with 

(2) dim M - dim P = dim N- dim 0. 

Moreover, if (O,ql) is an imbedded submanifold, then so is (P,i), and in this 
case there is a unique manifold structure on P such that (P,i) is a submanifold 
ofM. 

In general, if (O,ql) is not an imbedding, P need not have the relative 
topology, and there is no unique manifold structure on P such that (P,i) 
is a submanifold. We leave it to the reader to supply examples. 
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PROQF The proof will consist of locally reducing this case to the case 
of Theorem 1.38. Let p E 0. By Proposition 1.35, we can pick a 
neighborhood W of p and a centered coordinate system (V;r) with 
coordinate functions x1 , ••. , X a about rp(p) such that rp( W) is the slice 

(3) 

Let 

(4) 

So 

(5) 

Let 

(6) 

and let 

(7) 

Xc+i = 0 (j=l, ... ,d-c). 

7T: fRd ~ fRd-c, 

7T(a) = (ac+l, . , . , a4 ). 

7T 0 T( rp(W)) = {0}. 

U = VJ-1(V), 

Vl1 = 7T o 'To VJ I U: U ~ fRd-c. 

• 

Now, (3) through (7) imply that 

(8) Vl1-1(0) = VJ-1( rp{W)). 

IR •-• 

.,. - IR' 
0 

For each point mE VJ1- 1(0), dVJ1 I Mm is surjective since d(1r or) I N"'<ml 
is surjective and since by (1), (5), and (7) 

d(1T 0 r)(N'I'(m)) = dVJ1(M,.) + {0}. 

Thus by 1.38, VJ-1( rp(W)) has a unique manifold structure such that 
(VJ-1(<p(W)),i) is a submanifold of M; and in this manifold structure, 
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'IJ'-1( cp(W)) has the relative topology and has dimension equal to 
dim M - dim N + dim 0. Cover 0 by a countable collection 
{Wi: i = 1, 2, 3, ... } of such sets. Then 

00 

(9) p = u 1p-1( cp(~}). 
i=l 

If i :;!: j, the submanifolds 'IJ'-1( cp(W;)) and 'IJ'-1( cp(Wi)) intersect in open 
subsets of each other. It follows that the union of the topologies on the 
various 'IJ'-1( cp(Wi)) forms a basis fora topology onP. With this topology, 
P is a locally Euclidean space with dimension equal to dim M -
dim N +dim 0; and, moreover, P is second countable since (9) 
expresses P as a countable union of second countable open subsets. 
The manifold structures on the various 'IJ'-1( cp(W;)) are compatible on 
overlaps because of the uniqueness of the manifold structure on 
"P-1( cp(W;)) (or any open subset of1J!-1( cp(W;))) such that (1J!-1(cp(W;)),i} 
is a submanifold of M (by result (b) of 1.33). Thus the collection of 
coordinate systems on P containing the coordinate systems on the 
various 'IJ'-1( cp(Wi)) and maximal with respect to 1.4(b) forms a differen
tiable structure on P. That (P,i) is a submanifold of M now follows 
immediately from the fact that the ( 'IJ'-1( cp(W;)),i} are submanifolds. 
If (O,rp) is an imbedding, the coordinate neighborhood V can be chosen 
small enough so that rp(O) () V consists only of the single slice rp(W), 
and thus U () P = 'IJ'-1( rp(W)). It follows in this case that P has the 
relative topology; hence (P,i) is an imbedding. The uniqueness of the 
manifold structure in this case is guaranteed by result (b) of 1.33. 

1.40 Examples 
d 

(a) The differential of the function j(p) =I ri(p)2 on fRrl is surjective 
i=1 

except at the origin. Thus it follows from 1.38 that the sphere J-1(r2}, 

for a constant r > 0, has a unique manifold structure for which it is a 
submanifold of IRa under the inclusion map. In particular, this is the 
same manifold structure as the one defined in Example l.S(d). 

(b) We define a map "P from the general linear group G/(d,IR) {Example 
1.5(f)) to the vector space of all real symmetric d x d matrices by 

1p(A) = AA1, 

where At is the transpose of the matrix A. Let 

O(d) = 1p-1(J) 

where I is the d x d identity matrix. O(d) is a subgroup of G/(d,IR) 
under matrix multiplication called the orthogonal group. To apply 
1.38 to conclude that O(d) has a unique manifold structure such that 
( O(d),i} is a submanifold of Gl(d, IR ), and that in this manifold struc
ture i is an imbedding and O(d) has dimension i(d(d- 1}), one 
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need only check that d1p" is surjective at each e1 E O(d). For this, it 
suffices to check that d1p1 is surjective, since whenever e1 E O(d), 

where r" (right translation by e1) is the diffeomorphism of Gl(d,fR) 
defined by ra(T) = TC1. We leave the details to the reader as an exercise. 

VECTOR FffiLDS 

1.41 Definitions Smooth curves u: (a,b)-+ M and their tangent 
vectors d"(t) were defined in 1.23(e). We say that a mapping u: [a,b]-+ M is a 
smooth curve in M if e1 extends to be a coo mapping of (a- e, b +e) into 
M for some e > 0. The curve u: [a,b]-+ M is said to be piecewise smooth 
if there exists a partition a = oc0 < oc1 < · · · < ocn = b such that e1 I [oct ,oct+I1 
is smooth for each i = 0, ... , n- 1. Observe that piecewise smooth 
curves are necessarily continuous. If 0': [a,b]-+ M is a smooth curve in M, 
then its tangent vector 

d"(t) = de1(:r /) E Maw 

is well-defined for each t E [a,b]. 

1.42 Definitions A vector field X along a curve u: [a,b]-+ M is a 
mapping X: [a,b]-+ T(M) which lifts u; that is, 1r oX= e1. A vector field 

T(M) 

X(t) 

/ M.w I· 
" 

E M 

a ~ u(t) 
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X is called a smooth (C"") vector field along (j if the mapping X: [a,b]--+ 
T(M) is C"". A vector field X on an open set U in M is a lifting of U into 
T(M), that is, a map X: U--+ T(M) such that 

1r o X = identity map on U. 

Again, for the vector field X to be smooth (C"") means that XE C"''(U,T(M)). 
The set of smooth vector fields over U forms in the obvious way a vector 
space over IR and a module over the ring C"" ( U) of C"" functions on U. 
If X is a vector field on U and mE U, then X(m) (often denoted Xm) is an 
element of M m • Iff is a C"" function on U, then X (f) is the function on U 
whose value at m is Xm(f). 

1.43 Proposition Let X be a vector field on M. Then the following are 
equivalent: 

(a) X is coo. 

(b) If ( U, x1 , •.. , X a) is a coordinate system on M, and if {a;} is the 
collection of functions on U defined by 

then a; E C""(U). 

a a x1 U=za;-. 
i=l OX; 

(c) Whenever vis open in M andfE C00 (V), then X(f) E C00 (V). 

PROOF (a)=> (b) The fact that X is smooth implies that X I U is 
smooth; and since the composition of differentiable maps is again 
differentiable, it follows that dx; o X I U is smooth. (Recall that the 
dxi are coordinate functions on 1r-1(U) c T(M), 1.25(3).) But 

dx; o X I U = a; . 

Hence the ai are coo functions on U. 

(b)=> (c) It suffices to prove that X(f) I u E C00 (U) where 
( U, x1 , ... , Xa) is an arbitrary coordinate system on M for which 
U c V. But, by (b), 

and the right-hand side is a coo function on U. 

(c)=> (a) To prove that X is coo, it suffices to prove that X I U is 
coo where ( U, x1 , ••. , xd) is an arbitrary coordinate system on M. 
To prove that X I U is coo, we need only check that X I U composed with 
the canonical coordinate functions 1.25(3) on 1r-1(U) are C"" functions. 
Now, X; o 1r o X I U = X; and dx; o X I U = X(x;), all of which are coo 
functions on U. 
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1.44 Lie Bracket If X and Yare smooth vector fields on M, we define 
a vector field [X,Y] called the Lie bracket of X and Y by setting 

(1) 

1.45 Proposition 

(a) [X,Y] is indeed a smooth vector field on M. 

(b) Iff, g E Cw(M), then [fX,gY] = fg[X,Y] + f(Xg)Y- g(Yf)X. 

(c) [X,Y] = -[Y,X]. 

(d) [[X,Y],Z] + ([Y,Z],X] + [[Z,X],Y] = Ofor all smooth vector 
fields X, Y, and Z on M. 

We leave the proof as an exercise. Part (d) is known as the Jacobi identity. 
A vector space with a bilinear operation satisfying (c) and (d) is called a 
Lie algebra. 

1.46 Definition Let X be a smooth vector field on M. A smooth curve 
u in M is an integral curve of X if 

(1) a(t) = x( 11(t)) 

for each t in the domain of 11. 

1.47 Let X be a cw vector field on M, and let m E M. Let us now consider 
the question: Does there exist an integral curve of X through m, and if so, 
is there a unique one? 

A curve y: (a,b) -4- M is an integral curve of X if and only if 

(1) dy(:r I) = X{y(t)) {tE(a,b)). 

Let us interpret this in coordinates. Suppose that 0 E (a,b) and y(O) = m. 
Choose a coordinate system ( U, rp) with coordinate functions x1 , .•• , xd 
about m. By 1.43(b), 

(2) 

where the~ are cw functions on U. Moreover, for each t such that y(t) E U, 

(3) dy(l!.. I) = ± d(x; 0 y) 11_ I . 
dr t i=l dr t ox; r<t> 

Thus, in view of (2) and (3), equation (1) becomes 

(4) 
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Thus y is an integral curve of X on y-1(U) if and only if 

(5) dyi 1 = h 0 cp-1(yl(t) •...• yit)) 
dr t 

(i = 1, ... , d and t E y-1(U)), 

where Yi =xi o y. Equation (5) is a system of first order ordinary differential 
equations for which there exist fundamental existence and uniqueness 
theorems [II]. These theorems, when translated into manifold terminology, 
give the following. 

1.48 Theorem Let X be a coo vector field on a differentiable manifold M. 
For each mE M there exists a(m) and b(m) in IR u {± oo}, and a smooth curve 

(I) Ym: (a(m),b(m))-+ M 

such that 

(a) 0 E (a(m),b(m)) and Ym(O) = m. 

(b) y m is an integral curve of X. 

(c) If p.: (c,d)-+ M is a smooth curve satisfying conditions (a) and (b), 
then (c,d) c (a(m),b(m)) and p. = Ym I (c,d). 

We continue with the statement of the theorem after the following. 

Definition For each t E IR, we define a transformation Xt with domain 

(2) {J)t = {mE M: t E (a(m),b(m))} 

by setting 

(3) 

(d) For each mE M, there exists an open neighborhood V of m and 
an e > 0 such that the map 

(4) 

is defined and is coo from ( -e,e) x V into M. 

(e) {J)t is open for each t. 

(f) U {J)t = M. 
t>o 

(g) xt: p)t-+ p)_t is a diffeomorphism with inverse x_t. 

(h) Let s and t be real numbers. Then the domain of X, o Xt is contained 
in but generally not equal to {J)s+t. However, the domain of X, o Xt 
is {J)s+t in the case in which sand t both have the same sign. Moreover, 
on the domain of X, o Xt we have 

(5) 
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PROOF We let (a(m),b(m)) be the union of all the open intervals 
which contain the origin and which are domains of integral curves of 
X satisfying the initial condition that the origin maps to m. That 
(a(m),b(m)) :F 0 (and hence part (f) holds) follows from an application 
of the fundamental existence theorem [11, THEOREM 4, p. 28] to the 
system 1.47(5). Now if IX and {J are integral curves of X with domains 
the open intervals A and B (with A n B :F 0), and if IX and {J have the 
same initial conditions 1X(t0) = {J(t0) at some point t0 E A () B, then the 
subset of A n Bon which IX and {J agree is nonempty, open by the basic 
uniqueness theorem [11, THEOREM 3, p. 28], and closed by continuity; 
and hence this subset is equal to A n B by the connectedness of A n B. 
It follows that there exists a curve Ym defined on (a(m),b(m)) and 
satisfying parts (a), {b), and (c). 

The existence of an e > 0 and a neighborhood V of m such that the 
map ( 4) is defined on (- e,e) x Vis the content of THEOREM 7 on p. 29 of 
[11]. That the map (4) is smooth (and hence part (d) holds) follows 
from THEOREM 9 on p. 29 of [11] on the differentiability of the solutions 
of 1.47(5) with respect to their initial values. 

Next we prove part (h). Let t E (a(m),b(m)). Then s 1-+ Ym(t + s) 
is an integral curve of X with the initial condition 0 1-+ Ym(t) and with 
maximal domain (a(m)- t, b(m)- t). It follows from part {c) that 

{6) (a(m) - t, b(m) - t) = (a(ym(t)),b(ym(t))), 

and for s in the interval (6), 

(7) Yy,.(t)(s) = Ym(t + s). 

Now let m belong to the domain of X, o Xt. Then t e (a(m),b(m)) and 
s E (a(ym(t)),b(ym(t))), so by {6), s + t E (a(m),b(m)). Thus mE ~s+o 
and (5) follows from (7). It is easy to construct examples to show that 
the domain of X, o Xt is generally not equal to ~•+t. (Consider, for 
example, the vector field ofor1 on IR2 - {0} with s = -1 and t = 1.) 
If, however, sand t both have the same sign, and if m e~•+t• that is, 
if s + t E (a(m),b(m)), then it follows that t E (a(m),b(m)) and, by 
(6), s E (a(ym(t)),b(ym(t))); hence m is in the domain of X, o X1 • 

Parts (e) and (g) are trivial if t = 0, so assume that t > 0 and that 
m E ~t. (A similar argument will prove (e) and (g) if t < 0.) It 
follows from part (d) and the compactness of [O,t] that there exists 
a neighborhood W of Ym([O,t]) and an e > 0 such that the map (4) is 
defined and coo on (-e,e) x W. Choose a positive integer n large 
enough so that tfn E ( -e,e). Let cxl = xt/n I w, and let wl = (Xl-l(W). 

Then for i = 2, ... , n we inductively define 

(Xi = xt, n I wi-1 

and 
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oci is a coo map on the open set Wi_1 c W. It follows that Wn is an 
open subset of W, that Wn contains m (since if X11 n composed with 
itself n times is applied tom, we obtain Ym(t), which lies in W), and that 
by part (h), 

(8) oc ooc o•••ooc IW =XIW 1 2 n n t n• 

Consequently, Wn c 2}1; hence 2}1 is open, which proves part (e). 
Finally, X1 is a 1:1 map of 2}1 onto 2}_1 with inverse X_1 • That 

X1 is coo (similarly for X_1) follows from (8), which locally expresses 
X1 as a composition of coo maps. Hence X1 is a diffeomorphism from 
2} 1 to !?# -t, which proves part (g) and finishes Theorem 1.48. 

1.49 Definitions A smooth vector field X on M is complete if 2}, = M 
for all t (that is, the domain of Ym is (- oo,oo) for each mE M). In this 
case, the transformations X1 form a group of transformations of M para
metrized by the real numbers called the I -parameter group of X. If X is not 
complete, the transformations X 1 do not form a group since their domains 
depend on t. In this case, we shall refer to the collection of transformations 
X, as the local1-parameter group of X. 

l.SO Remarks A simple example of a non-complete vector field is 
obtained by considering the vector field ofor1 on the plane with the origin 
removed. If a > 0, the domain of the maximal integral curve through 
(a,O) is (-a,+ oo ). In the case in which the manifold M is compact, any 
coo vector field on M is complete. We leave the proof as an exercise. 

1.51 Definition Let tp: M---+ N be C"". A smooth vector field X along 
tp (that is, X E C00(M,T(N)) and 1r oX= tp) has local coo extensions in N 
if given m E M there exist a neighborhood U of m and a neighborhood 
V of tp(m) such that tp(U) c V, and there also exists a coo vector field g 
on V such that 

(1) g 0 tp I u = X I u. 

1.52 Remark It is easy to prove that a coo vector field X along an 
immersion tp: M---+ N always has local coo extensions in N. However, if 
tp is not an immersion, such extensions generally do not exist. Consider the 
following example. We shall first define a smooth vector field X along a 
smooth curve oc: IR ---+ IR in the real line. Let 

(1) 

(that is, oc = r3 where r is the canonical coordinate function on IR), and let 

(2) X(t) = oc(t) = doc(:, I). 
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T(IR1) 
drx 

T(!Rl) 

+ 
I 
I 

d X 
I 

dr 1T :x 
I 
I 

!Rl or. 
!Rl 

Since oc is a homeomorphism, there is induced a vector field X on 1R 1 so that 
the above diagram commutes. Now, X is a smooth vector field along oc, 
but X is not a smooth vector field on IR1• To show this, let u = t 3. Then 

(3) X,.= X~<tl = X(t) =doc(:, I) 
- - - - 3t - - 3u -doc I d 1 2 d I 2/S d I 
- dr t dr a(t)- dr a(t)- dr ". 

Thus 

(4) X= 3r2ts.E.., 
dr 

and the function r 2' 3 is not differentiable at the origin. If we extend oc to be 
a mapping into the plane by setting 

(5) oc(t) = (13,0), 

and again we let X(t) = oc(t), then X is a smooth vector field along the 
one-to-one C" curve oc in the plane, which admits no local coo extension to 
a neighborhood of (0,0). 

1.53 Proposition Let mE Ma, and let X be a smooth vector field on M 
such that X(m) '¢ 0. Then there exists a coordinate system (U,cp) with 
coordinate functions x1 , ... , Xa on a neighborhood of m such that 

(1) XIU=~ju. 
axl 

PROOF Choose a coordinate system (V,T) centered at m with coordinate 
functions y1 , ••• ,y11 , such that 

(2) Xm=~l· 
ayl m 

It follows from 1.48(d) that there exists an e > 0 and a neighborhood 
W of the origin in !Ra-1 such that the map 

u(t, a2 , •.• , aa) = X1(T-1(0, a2 , ••• , a11)) 

is well-defined and smooth for (t, a2 , ••• , a11) E ( -e,e) x W c IRa. 
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Now, a is non-singular at the origin since 

da (~ I ) = X = _i_ I and da (j_ I ) = _g_ I 
or1 o m OY! m or; 0 oy; m 

(i ;;:: 2). 

Thus by Corollary (a) of 1.30, tp = a-1 is a coordinate map on some 
neighborhood U of m. Let x1 , .•• , xd denote the coordinate functions 
of the coordinate system ( U, tp ). Then since 

we have 

XJ u = _g_ I u. 
oxl 

1.54 Definition Let tp: M->- N be coo. Smooth vector fields X on M 
and Yon N are called 9-re!ated if d9 o X = Yo 9· 

1.55 Proposition Let 9: M->- N be C"". Let X and X1 be smooth 
vector fields on M, and let Y and Y1 be smooth vector fields on N. If X is 
9-related to Y, and if X1 is 9-related to Y1, then [X,X1] is tp-related to [ Y, Y1]. 

PROOF We must show that d9 o [X,X1] = [Y, Y1] o 9· For this, 
let mE M andfE C00 (N). Then we must show that 

(l) 

We simply unwind the definitions: 

(2) dtp([X,Xl]m)(f) = [X,Xdm(f o 9) 

= Xm(Xl(f o 9))- X1Jm (X(f o 9)) 

= Xm((dtp o X1)(j))- X1Jm ((d9 o X)(f)) 

= Xm(Yl(f) o tp)- XlJm(Y(f) o 9) 

= dtp(Xm)(Yl(f))- d9(X1Jm)(Y(f)) 

= Y'P<m>(Yl(f))- YlJ'P<m> (Y(f)) 

= [Y, Yl]'P<m>(f). 

DISTRffiUTIONS AND THE FROBENIUS THEOREM 

1.56 Definitions Let c be an integer, 1 ~ c ~ d. A c-dimensional 
distribution!» on ad-dimensional manifold M is a choice of a c-dimensional 
subspace f»(m) of Mm for each m in M. !» is smooth if for each m in M 
there is a neighborhood U of m and there are c vector fields X1 , ..• , Xc of 
class coo on U which span !» at each point of U. A vector field X on M is 
said to belong to (or lie in) the distribution!» (X E !») if Xm E f»(m) for each 



42 Manifolds 

m e M. A smooth distribution ~ is called involutive (or completely inte
grable) if [X, Y] e ~ whenever X and Yare smooth vector fields lying in ~. 

1.57 Definition A submanifold (N,'P) of M is an integral manifold 
of a distribution ~ on M if 

(1) d'P(Nn) = ~('P(n)) for each n eN. 

1.58 Remarks Our object in this section is to prove that a necessary 
and sufficient condition for there to exist integral manifolds of ~ through 
each point of M is that ~ be involutive. Perhaps a word of explanation is 
in order about the expression "completely integrable" sometimes used in 
place of "involutive." We have required integral manifolds to be submani
folds whose tangent spaces coincide with the subspaces determined by the 
distribution. One could define a weaker notion of integral manifold by 
requiring only that the tangent spaces of the submanifold be contained in 
but not necessarily equal to the distribution at each point. It is possible for a 
distribution ~ to be "integrable" in the sense that it has low-dimensional 
"integral manifolds," but not completely integrable in the sense that ~ 
does not have integral manifolds of the maximal dimension. For us, unless 
specified otherwise, integral manifolds of distributions will always be taken 
to mean integral manifolds of maximal dimension, that is, as defined in 1.57. 

1.59 Proposition Let ~ be a smooth distribution on M such that through 
each point of M there passes an integral manifold of~. Then ~ is involutive. 

PROOF Let X and Y be smooth vector fields lying in !:!) , and let m e M. 
We must prove that [X, Y1m e ~(m). Let (N,'P) be an integral manifold 
of~ through m, and suppose that 'l'(n0) = m. Since d'P: Nn --+~('P(n)) 
is an isomorphism at each n in N, there exist vector fields 2, Y on N 
such that 

(I) 
d'P o 2 = X o 'I'· 

d"' o r = Yo "'· 

It is easily checked that 2 and :Y are smooth. By 1.55, [2, Y] and 
[X, Y] are 1p-related. Hence [X, Ylm = d'P([2, Y]n ) E ~(m). 

0 

1.60 Theorem (Frobenius) Let ~ be a c-dimensional, involutive, c«> 
distribution on Md. Let m e M. Then there exists an integral manifold of 
~passing through m. Indeed, there exists a cubic coordinate system (U,q~) 

which is centered at m, with coordinate functions x1 , ••• , xd such that the 
slices 

{I) X; = constant for all i e {c + 1, ... , d} 

are integral manifolds of~; and if (N,'P) is a connected integral manifold 
of~ such that 'P(N) c U, then 'P(N) lies in one of these slices. 
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PROOF We shall prove the existence part of the theorem by induction 
on c. For the case c = 1, choose a vector field X lying in!!), defined 
on an open neighborhood of m, such that X(m) :;6 0. Then Proposition 
1.53 yields a coordinate system ( U, cp) about m, which can be taken to 
be cubic centered, for which X I u = ajax!. Hence the theorem holds 
for c = 1. 

Now assume that the theorem holds for c - 1; we prove it for a 
distribution ~ of dimension c. Since ~ is smooth, there exist smooth 
vector fields X1 , •.. , x. spanning ~ on a neighborhood V of m. By 
1.53, there exists a coordinate system (V, y1 , ••• , y11) centered at m, 
with V c V, such that 

(2) 

On V, let 

(3) 
Y1 = X1, 

Y; = X; - X;(y1)X1 (i = 2, ... , c). 

Then the vector fields Y1 , .•• , Y. are independent coo vector fields 
spanning ~ in V. · Let S be the slice y1 = 0, and let 

(4) Z; = Y; I S (i = 2, ... , c). 

Then since (2) and (3) imply that 

(5) Y;(y1) = 0 (i = 2, ... , c), 

the Z; are actually vector fields on S; that is, Z;(q) E Sq whenever 
q E S. The z, span a smooth c - 1 dimensional distribution on S. 
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We claim this is involutive. Indeed, the Zi are i-related (inclusion 
map of S in M) to the Yi, and therefore, by 1.55, their Lie brackets 
are also i-related to the corresponding brackets of the Y1 • But [ Y., Y;], 
(i,j ~ 2), has no component in the Y1 direction (apply to y1 and get 0). 
Therefore, there exist C"" functions em, such that 

c 
(6) [Y;,Y;] = IcmYk 

k=2 

on V, and thus 

(7) 

This proves that the distribution on S is involutive. By the induction 
hypothesis, there exists a centered coordinate system w11 , ••• , w" 
on some neighborhood of m in S such that the slices defined by w 1 = con
stant for all i E {c + 1, ... , d} are precisely the integral manifolds of 
the distribution spanned by Z2 , ••• , Zc on this neighborhood. 

The functions 

(8) U= 2, ... , d), 

where 1r: V- Sis the natural projection in they coordinate system, 
are defined on some neighborhood of m in M, are independent at m, 
and they all vanish at m. Thus there is a cubic-centered coordinate 
system ( U, cp) with the coordinate functions x1 , ••• , x" on a suitable 
neighborhood U of m. We now prove that 

(i = I, ... , c; r = 1, ... , d- c). 

From this it follows that the vector fields ofox1 , ••• , ofoxc form a 
basis for!!) at each point of U, and thus the slices (1) are integral mani
folds of!!). 

To prove (9), first observe that (8) implies that 

(10) OX;= (1 
oy1 o u = 2, ... , d) 

(j = 1) 

on U; and thus (2), (3), and (10) imply that 

(11) Y, = _!_ on U 
1 :::1 ' 

CIXt 

so certainly (9) holds for i = 1. Now let i e {2, ... , c} and 
re{l, ... , d- c}. By (11), 

0 
;- (Y;(xc+r)) = Y1 (Y;(xc+,)) = [Yl, Y;](xc+r)· 
C1X1 

(12) 
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The involutivity of ~ implies that there are C"' functions C;k such that 

c 
(13) [Y1, Y;] = _Lc;kYk. 

k~l 

Using (13), (12) becomes 

Slices X1 ~ const , ... , X4 ~ const 

Fix a slice of U of the form x2 = constant, ... , Xa = constant. On 
such a slice, Y;(xc+,) is a function of x1 alone, and (14) becomes a 
system of c - 1 homogeneous linear differential equations with respect 
to x1 . Such a system has a unique solution with given initial values 
[II]. Since the system is homogeneous, the 0 functions give a solution. 
But each such slice has a unique point in S n U, and on S n U, 

(15) (i = 2, ... , c). 

The first equality follows from (4) and (8), and the second from the 
fact that the integral manifolds of the distribution on S determined by 
the Z; are given by suitable slices in the w coordinate system. It follows 
from (14) and (15) that the functions Y;(xc+r) must be identically zero 
on U. Thus (9) holds, and the induction step is completed. 

Finally, suppose that (N,VJ) is a connected integral manifold of~ 
such that VJ(N) c U. Let TT be the projection of IRa onto the last d- c 
coordinates. Then vectors in ~ are annihilated by d( TT o cp ). Thus 

d(TT a cp o VJ)In = o 
for each n E N. By 1.24, TT o cp o "Pis a constant map since N is connected. 
Thus VJ(N) is contained in one of the slices (1). 

1.61 Remarks The classical version of the Frobenius theorem appears 
quite different from our version in 1.60. The classical Frobenius theorem 
can be formulated as follows. 
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Let U and V be open sets in IR m and IR n respectively. We use coordinates 
't• ... 'rm on fRm and St, ... 'Sn on fRn. Let 

(1) b: U x V-+ M(n,m) 

be a C"' map of U x V into the set of all n X m real matrices, and let 
(r0 ,s0) E U X V. If 

ob,p obiy ~ (ob;p . ob;7 ) (2) - - - + k - b 17 - - b ;p = 0 
ory Orp j=l osi OS; 

(i = 1, ... , n; y, {3 = 1, ... , m) 

on U x V, then there exist neighborhoods U0 of r0 in U and V0 of s0 in V 
and a unique C"' map 

(3) 

such that if 

cx8(r) = cx(r,s) 
then 

(4) 
oc8(r0) = s, 

dcxslr = b(r,oc(r,s)) 

for all (r,s) E U0 X V0 • 

Equation ( 4) is a so-called total differential equation. We specify in (I) 
what the differential of a map should be as a function of the graph, and in 
(2) we have a necessary and sufficient condition for the existence of such 
a map with the specified initial conditions. It can be shown that this version 
is equivalent to 1.60. For example, if we start with a c-dimensional, involu
tive, C"' distribution :?2 on Md and a point m E M, then we can obtain 1.60 
from the classical version as follows. We can first choose a coordinate 
system (W,r) about m with coordinate functions y1 , ••. , yd and with 
r( W) = U x V c IR c x IR d-e, for which there exist C"' functions h; on 
U x V (i = 1, ... , c; j =I, ... , d- c) such that the vector fields 

a d-e a 
Y; = - + 2Jji 0 'T --

oyi i=l oyc+i 
(5) (i = 1, ... , c) 

span :?2 on W. Then we define a map bas in (I) by setting 

(6) b(r,s) = {_h;(r,s)}. 

It turns out that the involutivity of :?2 implies that (2) is satisfied, and from 
the map oc one can obtain the desired coordinate system 1.60(1). Conversely, 
one can obtain the classical version from 1.60 in a similar way. 

We shall give in Chapter 2 yet another version of the Frobenius theorem 
in terms of differential forms and differential ideals. 
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In 1.32 we considered the situation in which a coo map 1p: N--+- M 
factors through a submanifold (P,cp) of M so that 1p = cp o 1p0 where 
"Po: N--+- P, and we sought sufficient conditions for "Po to be coo. An impor
tant case occurs when (P,cp) is an integral manifold of an involutive distribu
tion on M. 

1.62 Theorem Suppose that 1p: N--+- M"' is C00 , that (P0 ,cp) is an integral 
manifold of an involutive distribution !!} on M, and that 1p factors through 
(P,cp), that is, 1p(N) c cp(P). Let 1p0 : N--+- P be the (unique) mapping such 
that cp o 1p0 = 1p. 

(1) 

Then "Po is continuous (and hence coo by 1.32(a)}. 

PROOF Let p belong to an open set U in P, and let n E 1p0- 1(p). Using 
1.60, we can obtain an open set 0 with p E 0 c U and a cubic coordinate 
system (V;r) centered at cp(p) with coordinate functions x1 , ••• , Xu. 

such that the slices 

(2) xi = constant for all i E { c + 1 , . . . , d} 

are the integral manifolds of!!} in V, and such that cp( 0) is the slice 

(3) Xc+l = • · • = Xa = 0. 

1p-1(V) is open in N. Let W be the component of 1p-1(V) containing n. 
W is open. To prove that "Po is continuous, we need only prove that 
1p0(W) c 0 c U. By the commutativity of (1) and the injectivity of cp, 
it suffices to prove that 1p(W) lies in the slice (3) of V. Now, 1p is contin
uous and W connected; hence 1p(W) is connected. Moreover, 1p(W) 
has at least the point 1p(n) in common with the slice (3). So since 
1p(W) lies in a component of cp(P) r. V, it is sufficient to prove that 
components of cp(P) r. V are contained in slices of the form (2). 

Let C be a component of cp(P) r. V, and let 1r: V--+- fRd-c be defined 
by 

(4) 1r(m) = (xc+l(m), ... , xa(m)). 

Then since P is second countable, and since cp(P) r. V is a union of 
the slices (2) due to the fact that (P,cp) is an integral manifold of!!}, 
it follows that 1r( cp(P) r. V) consists of a countable number of points 
in IR"'-c. Thus 1r(C) is a connected countable subset of fR<~-c; hence 
1r( C) is a single point, and C lies in a single slice. 
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1.63 Definition A maximal integral manifold (N,VJ) of a distribution 
!!# on a manifold M is a connected integral manifold of!!# whose image in M 
is not a proper subset of any other connected integral manifold of!!#. That 
is, there does not exist a connected integral manifold (N~oVJ1) of!!# such that 
1p(N) is a proper subset of VJ1(N1). 

1.64 Theorem Let!!# be a c-dimensional, involutive, CCX> distribution on 
Mil. Let mE M. Then through m there passes a unique maximal connected 
integral manifold of!!#, and every connected integral manifold of!!# through m 
is contained in the maximal one. 

PROOF Existence Let K be the set of all those points p in M for which 
there is a piecewise smooth curve joining m top whose smooth portions 

p 

m 
Integral curve of ~ 

are !-dimensional integral curves of!!#, that is, their tangent vectors 
belong to !!#. By 1.60 and the second countability of M, there is a 
countable covering of Mby cubic coordinate systems {(Ui, x1i, .•• , x,/): 
i = 0, I, 2, ... } such that the integral manifolds of!!# in Ui are the slices 

(1) x~+i = constant for allj E {1, ... , d- c}. 

We shall assume that mE U0 • 

Now let p E K. Then there exists an index i11 such that p E Ui,, 
and there is a slice Si of Ui of the form (I) containingp. Observe that .. .. 
Si,. c K. It follows from 1.60 that the collection of all open subsets 
of all such Si, as p runs over K forms a basis for a locally Euclidean 
topology on K, and that we obtain a differentiable structure on K if we 
take the maximal family of coordinate systems (with respect to 1.4(b)) 
containing the collection 

(2) {(Si,' Xti"' S;,' ... 'X/" IS;,): p E K}. 

We claim that K with this topology and differentiable structure is a 
connected differentiable manifold of dimension c. K is clearly connected 
since it is pathwise connected by construction. We have only to prove 
that the topology on K is second countable. For this, fix an 
i E (0, 1, 2, ... ). We need only show that there are at most countably 
many slices of Ui in K. Each point of Ui which lies in K is joinable to 
m by a piecewise smooth curve whose range also lies in K. To each 
such curve from m to points in U; there corresponds (although not 
uniquely) a finite sequence 

(3) 
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of the coordinate neighborhoods through which the curve passes in 
order. The curve thus begins in the slice of U0 containing m, passes 
through some slice of U,1 , then through some slice of U,1 , and so on, 
until in a finite number of steps it reaches a slice in Ui . Since there are 
at most countably many such sequences (3) from U0 to U,, we need 
only show that for each such sequence there are at most countably 
many slices of U, reachable in the above manner. For this, we need 
onlyobservethatforanyj, k E (0, 1, ... ) 
a single slice of U; can intersect at most 
countably many slices of Uk ; for if S 
is a slice of U;, then S n Uk is an open 
submanifold of S and therefore consists 
of at most countably many components, 
each such component being a connected 
integral manifold of ~ in Uk, and hence 
lying in a slice of Uk. This proves the 
second countability of K. 

~--~--------~ 

(K,i), where i: K-+ M is the inclusion map, is now a submanifold 
of M and is a connected integral manifold of ~ passing through m. 
Moreover, (K,i) is a maximal connected integral manifold of~. For let 
(N,tp) be any connected integral manifold of ~ passing through m, 
and let p E tp(N). There is a piecewise smooth curve c: [0,1]-+ N 
joining tp-1(m) to tp-1(p). (Connected manifolds are pathwise connected.) 
Then tp o c is a piecewise smooth !-dimensional integral curve of ~· 
connecting m top. Thus p E K, and so tp(N) c K, which proves that K 
is maximal. Thus we have proved the existence of a maximal con
nected integral manifold (K,i) of 9) passing through m, and have proved 
that every connected integral manifold of ~ through m has its image 
inK. 

Uniqueness (cf 1.33) Let (N,tp) be any other maximal connected 
integral manifold of~ passing through m. As we have observed above, 
tp(N) c K; thus tp factors as follows: 

.... , 
....... 

' ' ..... 
1Jio ', 

'».K 

tp11 is coo by 1.62, and is 1 : 1 and non-singular since tp is 1 : l and non
singular. tp0 is onto since the fact that (N,tp) is a maximal integral 
manifold of~ through m implies that tp(N) cannot be a proper subset 
of K. It follows from Corollary (a) of 1.30 that tp0 is a diffeomorphism. 
Thus (N,tp) and (K,i) are equivalent, and the maximal connected integral 
manifold of 5l} through m is unique. 

u. 
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EXERCISES 

1 Prove that in Example 1.5(d) one does indeed obtain a differentiable 
structure on Sd. 

2 The usual differentiable structure on the real line 1R was obtained 
by taking §" to be the maximal collection containing the identity 
map. Let §"1 be the maximal collection (with respect to 1.4(b)) 
containing the map t ~ t 3• Prove that §" =;f:. §"1 , but that (IR,§") 
and ( IR ,§" 1) are diffeomorphic. 

3 Let { UIZ} be an open cover of a manifold M. Prove that there exists 
a refinement {VIZ} such that VIZ c UIZ for each a. 

4 Use the fact that manifolds are regular and paracompact to prove 
that manifolds are normal topological spaces. 

5 Prove 1.25(a), (b), and (c). 

6 Prove that if tp: M-+- N is e"', one-to-one, onto, and everywhere 
non-singular, then "Pis a diffeomorphism. (This proposition depends 
strongly on the second countability of M. Here is an outline for a 
proof. This map "P is a diffeomorphism if and only if dtp is surjective 
everywhere. If dtp is not surjective at some point, then the dimension 
of M is less than the dimension of N. Let dim M = p and dim N = d. 
Assuming that p < d, one arrives at a contradiction as follows. 
Let ( U, rp) be a coordinate system on N such that rp( U) = 1R d. 

Since "P maps M onto N, the range of rp o "Pis all of fRd. Now we 
show that this yields a contradiction. One way is to use 1.35 to 
observe that the range of rp o "P is a countable union of nowhere 
dense sets in fRd, and therefore, by the Baire category theorem, 
could not possibly be all of fRd. Another way is to use the fact that 
p < d to prove that the range of rp o "P has measure 0 in IR d, which 
also is a contradiction (where a set in fRd has measure 0 if it can be 
covered by a sequence of balls, the union of whose volumes is 
arbitrarily small). That the range of rp o "P has measure 0 in fRd 
follows from the second countability of M and the fact that a e1 

map fRP-+- fRd has image of measure 0, and this, in turn, follows 
from the fact that a e1 map fRd-+- fRd takes sets of measure 0 to 
sets of measure 0. To prove the latter, observe that iff: fRd-+- fRd 
is ex, and if A is a compact set in fRd, thenfhas a Lipschitz constant 
KonA, 

llf(x)- f(y)ll ~ K llx- yll (x,y EA), 

so thatfmagnifies the volume of balls in A by at most Kd, and hence 
takes sets of measure 0 in A into sets of measure 0.) 

7 Prove 1.33(a) and (b). 
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8 Obtain the classical implicit function theorem 1.37 from 1.38. 

9 Let f: IR 2 - IR be defined by 

f(x,y) = xa + xy + ya + I. 

For which points p = (0,0), p = (!,!), p = ( -!,-t) is J-1(f(p)) 
an imbedded submanifold in IR 2 ? 

10 Let M be a compact manifold of dimension n, and let f: M- IR n be 
C"'. Prove that f cannot everywhere be non-singular. 

11 Find counterexamples to show that Proposition 1.36 would fail 
if either of the hypotheses closed or imbedded were deleted. In 
fact, one can prove more; namely, if (M,tp) is a submanifold of 
N such that whenever g E C"'(M) there is a C"' function f 
on N such thatf a 1p = g, then 1p is an imbedding and tp(M) is closed 
inN. 

12 Supply the details for 1.40(a) and (b). 

13 Prove Proposition 1.45. 

14 Is every vector field on the real line complete? 

15 Prove that if (U, x1 , .•• , Xa) is a coordinate system on M, then 
[ofoxi,ofoxi] = 0 on u. 

16 Let N c M be a submanifold. Let y: (a,b)- M be a C"' curve 
such that y(a,b) c N. Show that it is not necessarily true that 
y(t) E Nr<t> for each t E (a,b). 

17 Prove that any C"' vector field on a compact manifold is complete. 

18 Prove that a C"' map f: IR 2 - IR 1 cannot be one-to-one. 

19 Supply the details of the equivalence of the two versions 1.60 and 
1.61 of the Frobenius theorem. 

20 Let cp: N- M be C"', and let X be a C"' vector field on N. Suppose 
that dcp(X(p)) = dcp(X(q)) whenever cp(p) = cp(q). Is there a smooth 
vector field Y on M which is cp-related to X? 

21 The torus is the manifold SI x S1• Consider SI as the unit circle 
in the complex plane. We define a mapping cp: IR- S1 x S1 by 
setting cp(t) = (e2"i1,e2"i"'1) where oc. is an irrational number. Prove 
that (IR,cp) is a dense submanifold of S1 x S1• This submanifold 
is known as the skew line on the torus. 

22 Let y(t) be an integral curve of a vector field X on M. Suppose 
that y(t) = 0 for some t. Prove that y is a constant map, that is, 
its range consists of one point. 
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23 A Riemannian structure on a differentiable manifold M is a smooth 
choice of a positive definite inner product ( , )m on each tangent 
space M m, smooth in the sense that whenever X and Y are coo 
vector fields on M, then (X, Y) is a coo function on M. Prove that 
there exists a Riemannian structure on every differentiable manifold. 
You will need to use a partition of unity argument. A Riemannian 
manifold is a differentiable manifold together with a Riemannian 
structure. 

24 Consider the product manifold M x N with the canonical projections 
1r1 : M X N- M and 1r1 : M X N- N. 

(a) Prove that or.: £i- M x N is coo if and only if 1r1 o or. and 
1r1 o or. are C00 • 

(b) Prove that the map v 1-+ (d1r1(v),d1T2(v)) is an isomorphism of 
(M X N)lm.nl with Mm EB N ... 

(c) Let X and Y be coo vector fields on M and N respectively. 
Then, by (b), X and Y canonically determine vector fields 
2 = (X,O) and Y = (0, Y) on M X N. Prove that [2, YJ = 0. 

(d) Let (m0,n0) EM X N, and define injections i .. 0 : M- M X N 
and im0 : N- M X N by setting 

i ... (m) == (m,n0), 

im (n) = (m0,n). 
0 

Let v E (M X N)1mo·"o>, and let v1 = d1r1(v) E Mm0 and v2 == 
d1r2(v) EN .... Letfe C00 (M X N). Prove that 

v(f) == v1(f o i .. 0) + v2(f o im0). 
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There are a number of vector spaces and algebras naturally associated with 
the tangent space M m. Suitably smooth assignments of elements of these 
spaces to the points in M yield tensor fields and differential forms of various 
types. We shall first develop some of the pertinent facts from multilinear 
algebra, and then beginning with 2.14 we shall apply these concepts to 
manifolds. 

TENSOR AND EXTERIOR ALGEBRAS 

Throughout 2.1-2.13, V, W, and U will denote finite dimensional real 
vector spaces. As usual, V* will denote the dual space of V consisting of all 
real-valued linear functions on V. 

2.1 Definitions Let F(V,W) be the free vector space over IR whose 
generators are the points of V x W. Thus F(V, W) consists of all finite 
linear combinations of pairs (v,w) with v E V and wE W. Let R(V,W) be 
the subspace of F( V, W) generated by the set of all elements of F( V, W) 
of the following forms: 

(1) 

(v1 + v2, w) - (v1 ,w) - (v2,w) 

(v, w1 + w2) - (v,w1) - (v,w2) 

(av,w) - a(v,w) 

(v,aw) - a(v,w) 

The quotient space F(V,W)/R(V,W) is called the tensor product of V and 
W and is denoted by V 0 W. The coset of V 0 W containing the element 
(v,w) of F(V, W) is denoted by v 0 w. It follows from (1) that we have the 
following identities in V 0 W: 

54 

( V1 + v2) 0 w = v1 0 w + v2 0 w 
v 0 (w1 + w2) = v 0 W 1 + v 0 W2 

a(v 0 w) = av 0 w = v 0 aw. 
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2.2 The following properties of the tensor product are easily established, 
and are left to the reader as exercises. 

(a) Universal Mapping Property. Let cp denote the bilinear map (v,w) H 

v 0 w of V x W into V 0 W. Then whenever U is a vector space 
and 1: V x W---+- U is a bilinear map, there exists a unique linear 

map 7: V 0 W---+- U such that the following diagram commutes: 

V0W 

r----z__ 
VxW 1 --;.U 

(1) 

The pair consisting of V 0 W and cp is said to solve the universal 
mapping problem for bilinear maps with domain V x W. Moreover, 
V 0 W and rp are unique with this property in the sense that if X 
is a vector space and ~ : V X W---+- X a bilinear map with the above 
universal mapping property, then there exists an isomorphism 
oc: V 0 W---+- X such that oc o cp = ~. 

(b) V 0 W is canonically isomorphic with W 0 V. 

(c) V 0 (W 0 U) is canonically isomorphic with (V 0 W) 0 U. 

(d) By property (a), the bilinear map of V* x W into the vector space 
Hom ( V, W) of linear transformations from V to W defined by 
(f,w)(v) = f(v) · w for fE V*, v E V, and wE W determines uniquely a 
linear map oc: V* 0 W---+- Hom (V, W). oc is an isomorphism. 
As a consequence, 

(2) dim V 0 W = (dim V)(dim W). 

(e) Let {e;: i = 1, ... , c} and {/;:j = 1, ... , d} be bases for V and W 
respectively. Then {e; 0 /;: i = I, ... , c and j = I, ... , d} is a 
basis of V 0 W. 

2.3 Definitions The tensor space Vr,s of type (r,s) associated with V 
is the vector space 

(1) 

The direct sum 

(2) 

V 0 · · · 0 V 0 V* 0 · · · 0 V*. 
"-....-" ~ 

r copies s copies 

T(V) = L vr,s (r, s ~ 0), 

where V0 .0 = IR, is called the tensor algebra of V. Elements of T(V) are 
finite linear combinations over IR of elements of the various Vr,s and are 
called tensors. T( V) is a non-commutative, associative, graded algebra 
under 0 multiplication, where if u = ul 0 ... 0 ur, 0 ur 0 ... 0 u~ 
belongs to vrl,sl and v = vl 0 ... 0 Vr2 0 v; 0 ... 0 v~ belongs to Vr2.82' 



56 Tensors and Differential Forms 

then their product u ® v is defined by 

U 0. v - u 0. • • • 0. u 0. v 0. • • • ® v ® u* ® · · · ® u* ® v* ® · · · ® v* \Y - 1 \Y '6' r1 '6' 1 \Y r2 1 s, 1 •a 

and belongs to vr,+r •. s,+Sz. Tensors in a particular tensor space v,. .• are 
called homogeneous of degree (r,s). A homogeneous tensor (of degree 
(r,s), say) is called decomposable if it can be written in the form 

V1 ® · · · ® vr ® v; ® · · · ® v: 

where viE V (i = 1, ... , r) and v; E V* (j = 1, ... , s). 

00 

2.4 Definitions We let C(V) denote the subalgebra 2 Vk.O of T(V). 
k=O 

Let J( V) be the two-sided ideal in C( V) generated by the set of elements of 
the form v ® v for v E V, and set 

(l) 

It follows that 
00 

(2) l(V) = 2IiV), 
k=O 

and is a graded ideal in C(V). The exterior algebra A(V) of Vis the graded 
algebra C(V)jl(V). If we set 

(3) Ak(V) = Vk.oflk(V) (k ~ 2), A0(V) = rR, A1(V) = V, 

then 
00 

(4) A(V) = 2Ak(V). 
k=O 

We shall denote multiplication in the algebra A(V) by /\. This is called the 
wedge or exterior product. In particular, the residue class containing 
v1 ® · · • ® vk is v1 1\ • • • 1\ vk • 

2.5 Definition A multilinear map 

(l) h: V X • • • X V ~ W 
~ 

r copies 
is called alternating if 
(2) h(v'/Iu>, ... , v'/I(r)) = (sgn 1r)h(v1 , ••• , vr) (v1 , ••• , vr E V), 

for all permutations 1r in the permutation group Sr on r letters. Sgn 1r is 
the sign of the permutation 1r (+I if 1r is even, -1 if 1r is odd). The vector 
space of all alternating multilinear functions 

vx .. ·xV~rR 
~ 

r copies 

will be denoted by Ar(V), and for convenience we set A0(V) = IR. 
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2.6 The following properties of the exterior algebra are left to the reader 
as exercises: 

(a) Ifu E AiV)and v E A 1(V), then u A v EAk+I(V)andu A v = ( -1)k1v Au. 

(b) If e1 , ••• , ea is a basis of V, then 

(1) {e.,} 

is a basis of A(V), where <I> runs over all subsets of {1, ... , d}, including 
the empty set; where e.,= ei1 A··· A ei, with i1 < · · · < ir when 
<I> is the subset {i1 , ••• , ir} of {1, ... , d}; and where e• = 1 when 
<I> = 0. In particular, 

(2) 
Aa( V) "' 1R , 

Aa+i(V) = {0} (j> 0). 

Moreover, it follows that 

{3) 
dim A(V) = 211, 

dim Ak(V) = (dk) = d! 
k!(d- k)! 

(0 ~ k ~d). 

(Hint: Observe that the elements {ee} span A(V). To prove that they 
also are linearly independent, first prove that e1 A • • · A e11 is not zero 
in Aa{V). For this, one must show that e1 ® · · · ® e11 does not belong 
to l(V). Express an arbitrary element of I(V) in terms of the basis 
vectors e1 , ••• , ea, and show that it could not equal e1 ® · · · ® ea. 
Then for linear independence of the entire set {e.}, multiply the equa
tion! a111e., = 0 by suitable products of the ei to land in Aa(V), and 
conclude that the various a., are all zero.) 

(c) Universal Mapping Property. Let cp denote the mapping (v1 , ••• , v~r) ~--+ 

v1 A··· A vk of V x · · · x V (k copies) into Ak(V). Then cp is an 
alternating multilinear map. Now to each alternating multilinear 
map h of V x · · · x V (k copies) into a vector space W, there corre
sponds uniquely a linear map li: A~r(V)- W such that 1i o cp =h. 

A~r(V) 

(4) r ..... ,... -
............ h 

q; ........... 
....................... 

..... ~ 

Vx···xV W 
...._____., h 

k copies 

The pair consisting of A~r(V) and cp is said to solve the universal mapping 
problem for alternating multilinear maps with domain V x · · · x V; 
and this is the unique solution in the sense that if X is a vector space 
and ip: V x · · · x V- X an alternating multilinear map also possess
ing the universal mapping property for alternating multilinear maps 
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with domain V x • • • x V, then there is an isomorphism oc: Ak( V) - X 
such that oc o cp = ~· 

In the special case in which W = fR, the diagram (4) establishes a 
natural isomorphism 

(5) 

of A(Vk)* with the vector space Ak{V) of all alternating multilinear 
functions on V x · · · x V (k copies). It follows from property (b) 
that Ak(V) = {0} for k > dim V. 

We shall now consider various dualities between the spaces V,.,,, Ak(V), 
A(V) and the corresponding spaces (V*),.,,, Ak(V*), A(V*) built on the dual 
space V* of V. 

2. 7 Definition Let V and W be real finite dimensional vector spaces. 
A pairing of V and W is a bilinear map ( , ) : V x W- fR. A pairing 
is called non-singular if whenever w ~ 0 in W, there exists an element v e V 
such that (v,w) ~ 0, and whenever v ~ 0 in V, there exists an element 
we W such that (v,w) ~ 0. 

Let V and W be non-singularly paired by ( , ), and define 

(1) cp: V- W* by cp(v)(w) = (v,w) (v e V; we W). 

It follows that cp is 1:1. Similarly, there is a 1:1 map W- V*. Therefore 
V and W have the same dimension, and hence cp is an isomorphism of V 
with W*. Thus a non-singular pairing of V and Win a canonical way 
yields an isomorphism cp: V- W* and similarly an isomorphism W- V*. 

2.8 Definition A non-singular pairing of (V*),.,, with V,.,,. This pairing 
is to be the bilinear map (V*),,, x V,.,,- fR which on decomposable ele
ments 

and 
V* = v* ® · · · ® v* ® u ® · · · ® u e (V*) 1 r r+l r+s r,s 

u == u ® · · · ® u ® v* ® · · · ® v* e V. 1 r r+l r+• ,.,, 

yields the following: 

(1) (v*,u) = v~(u1) · · · v:+.(Ur-~-8). 

It is easily checked that there is a unique such bilinear map and that it is a 
non-singular pairing. This pairing establishes an isomorphism 

(2) (V*),.,, ~ (V,.,,)*. 

On the other hand, the obvious extension of the universal mapping property 
2.2(a) shows that there is a natural isomorphism 

(3) (V,.,,)* ~ M,.,.(V) 
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where M,, (V) is the vector space of all multilinear functions 
' 

V X • • • X V X V* X • • • X V* - !R. --....,_.... '-.,...._./ 
r copies s copies 

Under the isomorphism (3), if li e ( V,,,)*, then the corresponding multi
linear function h in M,,,(V) satisfies 

(4) h(v1o ... , v, v:, ... , v:> = li(v1 ® · .. ® v, ® vt ® · .. ® v:). 

Finally, from (2) and (3) we obtain an isomorphism 

(5) (V*),,, ~ M,,,(V). 

2.9 Definition A non-singular pairing of A1e(V*) with ATe( V). This 
pairing is to be the bilinear map of ATe( V*) x ATe( V)- !R which on decom
posable elements v* = vt A··· A v: in Ak(V*) and u = u1 A··· Auk in 
ATe( V) yields 

(1) (v*,u) = det(v1(u1)). 

Again it is easily checked that there is a unique such bilinear map and that 
it is a non-singular pairing. For k = 0, the pairing is simply multiplication 
of real numbers. This pairing establishes an isomorphism 

(2) 

Composing (2) with the natural isomorphism 

(3) 

of 2.6(5) yields an isomorphism 

(4) A.t{V*)'""' A1e(V). 

Using the isomorphism (2), and observing that the dual space of a finite 
direct sum is canonically isomorphic to the direct sum of the dual spaces, 
we obtain isomorphisms 

00 00 

(5) A(V*) = IAiV*) '""'IAk(V)* '""'A(V)*, 
k=O k=O 

and from (3) we obtain an isomorphism 
00 

(6) A(V)* '""' A(V) = IAk(V). 
k=O 

Henceforth we shall make use of the identification (5) of A(V*) with A(V)* 
via the pairing (1) without further comment. 

2.10 Remarks on 2.9 

(a) If {e1 , .•• , ea} is a basis of V with dual basis {Y~> ... , Ya} in V*, then 
the bases {e111} and {y111} defined in 2.6(b) are dual bases of A(V) and 
A(V*) under the isomorphism 2.9(5). 
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(b) In 2.9(5) and (6), the following isomorphisms were established: 

A(V*)"' A(V)* "'A(V). 

The second of these is the natural isomorphism arising from the universal 
mapping property 2.6(c). The first, call it ex for the moment, arose 
from our choice of the pairing 2.9(1). There is another pairing in 
common use, this one obtained by replacing 2.9(1) by 

(1) 
1 

(v*,u) = k! det(vi(u;)). 

This pamng gives a different isomorphism of A( V*) with A( V)*, 
call it {J. Now A(V*) is an algebra under wedge multiplication. Via the 
above isomorphisms we obtain two algebra structures A~~. and A11 on A(V). 
It is not difficult to see that if /E Ap(V) and g E Aq(V), then these 
induced algebra structures on A(V) take the form 

(2) fA~~. g(vl, ... , Vp+11) 

and 

= .I (sgn 77)J(v71ul, ... , V11 cpl)g(V11 cP+U, ... , V11 <P+~~l) 
p,q shuffles 

(3) f Ap g(vl, . · . , Vp+q) 

1 = I (sgn 77)j(v71cu, ... , v .. 1P,)g(v711P+ll, .•. , v,CD+Ill). 
(p + q)! 'IIE.Sp+q 

Here a permutation 77 E SP+11 is called a "p, q shuffle" if 77(1) < 
77(2) < · · · < 77(p) and 77(p + 1) < · · · < 77(p + q). It follows from 
(2) and (3) that 

(4) fA~~. g = (p-:- lq)!j Ap g. 
p.q. 

For example, consider the case in which p = q = 1. Let y and tJ belong 
to V* = A1(V), and let v, wE V. Then y A~~. tJ and y A11 tJ E A2(V) and 

(5) y A~~. tJ(v,w) = y(v) tJ(w)- y(w) tJ(v), 

whereas 

(6) y A11 tJ (v,w) = l(y(v) tJ(w) - y(w) tJ(v) ). 

We shall use only the pairing 2.9(1). It has the advantage of avoiding 
factors such as the ! in (6). 
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2.11 Linear Transformations of A(V) End(A(V)) will denote the 
vector space of all endomorphisms of A(V) {i.e. linear transformations 
from A(V) into A(V)). Let u E A(V). Left multiplication by u is the endo
morphism e(u) of A(V) defined by 

(1) e(u)v = u A v (v E A(V)). 

The transpose i(u) of e(u) is an endomorphism of A(V)*. Under our identifica
tion of A(V)* with A(V*), the transpose i(u) can be considered as an endo
morphism of A(V*), and this endomorphism is called interior multiplication 
by u. In terms of our pairing of A(V) with A(V*), i(u) is defined by 

(2) (i(u)v*,w) = (v*,e(u)w) = (v*, u A w) (v* E A(V*); wE A(V)). 

If u E V, then i(u) maps Ak(V*) into Ak_1(V*) for each k. In particular, if 
v* E V*, then i(u)v* E IR and 

i(u)v* = (i(u)v*, 1) = (v*, e(u) · 1) = (v* ,u) = v*(u). 

An endomorphism I of A(V) (or in general of any graded algebra) is 

(a) a derivation if /(u A v) = /(u) A v + u A l(v) (u, v E A(V)), 

(b) an anti-derivation if l(u A v) = l(u) A v + ( -1)" u A /(v) 
(u E A,(V); v E A(V)), 

(c) of degree kif/: A1(V)- Ai+k(V) for allj. 

(We assume that Ai(V) = {0} if i < 0.) 

1t is easy to see that I E End A( V) is an anti-derivation if and only if on 
decomposable elements we have 

i 
(3) l(v1 A • · · A v;) = I ( -l)i+1v1 A · · · A l(vt) A · · • Av1 , 

i=l 

2.12 Proposition If u E V, then i(u) is an anti-derivation of degree -1. 

PROOF That the degree of i(u) is -1 if u E Vis clear from the definition 
2.11(2). To prove that i(u) is an anti-derivation, we check that 2.11(3) 
holds. For this, it is sufficient to see that both sides of 2.11(3) give the 
same result when paired with an element of A(V) of the form 
w2 A • • • A w,. That is, we must show that 

(1) (i(u)(vt A··· A v~), w2 A··· A w,) 

= (f(-l)i+1vt A··· A i(u)vt A··· A v:, W2 A··· A w1). 
•=1 
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Now, the left-hand side of (1) equals 

(vt A··· A v;, u A w2 A··· A w1) = det(vj(w1)), 

where we have put w1 = u. The right-hand side of (1) is 

I 
,I(-1)'+lv,*(u)(vt A··· A v,* A··· v;, w2 A··· A w1) 
i-1 

; 
= .I ( -1)H1v!(u)det(v:(w1)) 

1==1 
(k = 1, ... ' !· ... 'j) 
l = 2, ... ,] 

( i = 1, ... ,j) 
l=1, ... ,j. 

(Here the circumflex over a term means that it is to be omitted.) 

2.13 Effect of Linear Transformations Let /: V- W be a linear 
transformation. Then I extends to an algebra homomorphism 

(1). /:A(V)-A(W}, 

where /(v1 A • • • A vk) = /(v1) A • • • A l(vk) and /(1) = 1. 
The transpose~/: W*- V* also extends to an algebra homomorphism 

(2) ~/: A(W*)- A(V*). 

Our isomorphisms 2.9(5) of A(V*) with A(V)* and of A(W*) with A(W)* 
are natural in the sense that (2) is the transpose of (1); that is, 

(3) (~l(w*),v) = (w*,l(v)) (w* eA(W*); v EA(v)). 

TENSOR FIELDS AND DIFFERENTIAL FORMS 

2.14 Definitions Let M be a differentiable manifold. We define 

(1) T,.,(M) = U (Mm)r,s tensor bundle of type (r,s) over M 
meM 

(2) A:(M) = U Ak(M!) 
meM 

exterior k bundle over M 

(3) A*(M) = U A(M!) 
meM 

exterior algebra bundle over M. 

In the cases in which k = 0 and (r,s) = (0,0), the unions in (1) and (2) are 
disjoint unions of copies of the real line-one copy for each point in M. 
Tr,s(M), A:(M), and A *{M) have natural manifold structures such that the 
canonical projection maps to Mare C00 • If (U,cp) is a coordinate system 
on M with coordinate functions y1 , ••• ,yrj, then the bases {ofoyi} of Mm 
and {dy,} of M,!, formE U, yield bases of (Mm>r.s• Ak(M,!), and A(M,!). 
For example, the basis of Ak(M!) is {dyi1 A··· A dyik: i1 < · · · < ik}. 
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Using these bases, one can define maps of the inverse images of U in Tr .• (M), 
Ak(M), and A *(M) under the respective projection maps to cp(U) x 
Euclidean spaces of the proper dimensions. By requiring these maps to be 
coordinate systems, one obtains the natural manifold structures on Tr .• (M), 
A:(M), and A *(M) just as we did previously in 1.25 for T(M) and T*(M) 
(which incidentally is simply A:(M)). 

2.15 Definition A coo mapping of M into Tr .• (M), A:(M), or 
A *(M) whose composition with the canonical projection is the identity 
map is called a (smooth) tensor field of type (r,s) on M, a (differential) kform 
on M, or a (differential) form on M respectively. Since our tensor fields 
and differential forms will always be smooth in this sense, we shall drop 
the adjectives "smooth" and "differential" unless needed for emphasis. 

2.16 Remarks A lifting oc: M- Tr,,(M) is a smooth tensor field of 
type (r,s) if and only if for each coordinate system (U, y1 , ••. , yd) on M, 

i} i} 
(1) IX I u =I O;~ ..... i,;il ..... ;. a® ... ® a® dyh ® ... ® dy;,. 

Y11 Yt, 

where the aiv .... i,;il, ... ,i, E C00 (U). (In the classical tensor notation one 
uses lower indices on tangent vectors, upper indices on functions and 
differentials, and the reverse on coefficients; thus the individual terms of 
(1) would appear as 

. . a a . . 
a'1 ' ..... ~ -. ® · .. ® - ® dy11 ® · · · ® dy'• .) 

it ..... ,, ay•l ay~· 

A lifting {3: M- A:(M) is a differential k-form if and only if for each 
coordinate system (U,y1 , ••• ,yd) on M, 

(2) 

where the bi1 ..... ik are coo functions on U. 

2.17 Definitions Ek(M) shall denote the set of all smooth k-forms on 
M, and E*(M) the set of all differential forms. E0(M) can be identified 
with C00 (M); indeed, the differentiable manifold Ari(M) is simply M x IR, 
and smooth liftings of M into M x IR are simply graphs of coo functions 
on M. Forms can be added, multiplied by scalars, and given a product 
(A). If w, cp E E*(M) and c E IR, then w + cp, cw, and wArp are the forms 
which at m have the values wm + Cflm, cwm, and (JJm A Cflm respectively. 
In the case in which f is a 0-form and w E E*(M), we write fA w simply 
as fw. E*(M) thus has the structure both of a module over the ring C00 (M) 
and of a graded algebra over IR with wedge multiplication. 



64 Tensors and Differential Forms 

2.18 Let wE Ei(M). Then wm E Ak(M!), and can be considered (via 
the duality 2.9( 4)) as an alternating multilinear function on M m. So if 
X1 , .•. , Xk are vector fields on M, w(X1 , ••• , Xk) makes sense-it is the 
function whose value at m is 

(l) 

Thus, if we let X(M) denote the C 00 (M) module of smooth vector fields 
on M, then 

{2) w: X(M) X • • • X X(M)-+ C 00 (M) 
k copies 

and is an alternating multilinear map of the module X(M) into C00 (M). 
We stress that w is multilinear over the C 00(M) module X(M); that is 

(3) w(X1 , ••• , Xt-t ,fX + gY, Xi+t, ... , Xk) 

= fw(X1 , ••• , X1_ 1, X, XH1 , ••• , Xk) 

+ gw(X1 , ••• , x._1, Y, XH1 , ••• , Xk) 

whenever f, g E C"' (M) and xl' . · .. ' xi-1' X, Y, xi+1' ••• ' xk E X(M). 
Conversely, it is useful to observe that any alternating C 00(M) multilinear 

map (2) of the module X(M) into C"'(M) defines a form; for we claim that if 
w is such a map, then w(X1 , ••• , X~:)(m) depends only on the values of the 
vector fields x. at m. Assuming this for the moment, it follows that w 
defines an alternating multilinear function wm on Mm, and hence defines 
an element of Ak(M!); namely, given (v1 , ••• , vk) E Mm x · · · x Mm, 
choose V1 , ••• , Vk E X(M) such that Vi(m) = vi (i = 1, ... , k), and 
define 

(4) 

By our claim, wm(v1 , ••• , vk) is well-defined, independent of the choice 
of the extensions Vi. Thus w gives a lifting m ~--+ wm of M into A *(M), 
and this is easily seen to be smooth; hence w is a form. 

For simplicity of notation, we illustrate the claim with the case in which 
w is a linear map of the module X(M) into C"'(M). Let X E X(M). We wish 
to show that w(X)(m) depends only on X(m). It suffices to show that 
w(X)(m) = 0 if X(m) = 0. Let (U, x1 , ••• , x11) be a coordinate system 
about m. Then on U, we have X= I a.(ofox.) where the ai(m) = 0. 
Now, let rp be a coo function which takes the value 1 on a neighborhood 
V c U of m and is zero on a neighborhood of M- U (see 1.10). Then 
the vector field x. which is rp(ofox.) on U and 0 elsewhere is a C"' vector 
field on M; the function iii which is rpai on U and 0 elsewhere belongs to 
C00 (M); and 

(5) X = I iiiXi + (I - rp2)X. 
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Thus 

(6) w(X)(m) = .Z ti;(m)w(X;)(m) + ((I - rp2)(m))(w(X)(m)) = 0. 

So w(X)(m) = 0 if X(m) = 0, as was to be shown. 
Finally, we remark that via the duality 2.8(5), tensor fields can be given 

a similar interpretation. If Tis a tensor field of type (r,s), then we can consider 
Tas a map 

(7) T: E1(M) X · • • X £l(M) X l(M) X • • • X l(M)--+ C00 (M), 

,. copies s copies 

which is C"(M) multilinear with respect to the C00 (M) modules E1(M) and 
l(M). 

Observe the simple form which formula (2) of 2.10(b) takes when w, rp E 

E1(M) and X, Y E l(M). In this case, we have 

{8) w A rp(X, Y) = w(X)rp( Y) - w( Y)rp(X). 

2.19 Definition Iff E coo (M), the differential df is a smooth mapping 
of T(M) into IR which is linear on each tangent space. Thus df can be 
considered as a 1-form, df: M--+ A{(M). The 1-form df is called the 
exterior derivative of the 0-formf, and this exterior differentiation operator d 
has an important extension to E*(M) given by the following. 

2.20 Theorem (Exterior Differentiation) There exists a unique anti
derivation d: E*(M)--+ E*(M) of degree + 1 such that 

(1) d 2 = 0. 

(2) Whenever fE C00 (M) = E 0(M), dfis the differential off 

PROOF Existence. Let p EM. Let E*(p) be the set of all smooth forms 
defined on open subsets of M containingp, with Ek(p) the corresponding 
set of k-forms. We fix a coordinate system (U, x1 , ... , xd) about p. 
If w E E*(p), then 

(3) 

where the acp E coo((domain w) n U), where <I> runs over all subsets 
of { l, ... , d}, and where the dxcp are either dx; A • • • A dx; when <I> = 

1 r 

{i1 < · · · < q or the constant function 1 when <I> = 0. We define dw 
at p by setting 

(4) 
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We will have to show that the definition of dw'IJ is independent of 
the choice of coordinates. But first, we give the following properties: 

(a) w E Er(p) ~ dw'D E Ar+1 (M:). 

(b) dw'D depends only on the germ of w at p. 

(c) d(a1w1 + a2w2)I'D = a1(dw1)lj) + a2(dw2)!'D' (a, E IR; W; EE*(p)), 
where the domain of a1w1 + a2w2 is (domain w1 f1 domain w2). 

(d) d(w1 A w2)I'IJ = dw1I'D A w2I'D + (-1Yw1 I'IJ A dw2I'D 
( W1 E Er(p); W2 E E*(p)). 

In view of properties (b) and (c), it suffices to check (d) for 
w1 = fdx; A • • • A dx; and w2 = g dx1 A • • • A dx1 on some 1 r 1 1 
neighborhood of p. For the case r = s = 0, property (d) is 
simply d(f· g)lj) = df'IJ · g(p) + f(p) · dg'IJ; and the case in 
which only one of r or s is 0 is similar. Now suppose that 
r > 0 and s > 0. If {i1 , ... , ir} f1 {j1 , ... ,j8} ~ 0, both sides 
are 0. So assume that this intersection is empty. Then 

(/dx. A • • • A dx.) A (g dx. A • • • A dx1 ) '1 ,, JJ • 

where /1 < · · · < lr+• and e is the sign of the permutation that 
has been carried out. So we have that 

d(w1 A w2)I'IJ = d(ef" g dx11 A • • • A dx1,+,)1'D 
= e(df'D · g(p) + f(p) dg'D) A dx11 I'D A··· A dx1r+•lv 
= (df'D A dx;1 1'D A • • • A dx;J'D) A (g(p) dx;Jv A • • • A dx1,1'D) 

+ ( -I)r(/(p) dx;1 1v A • · • A dx;J'D) 
A (dg'IJ A dx11 I'D A • • • A dx1,1'D) 

= dw1 I'D A w2I'D + ( -1 )'w1 I'D A dw2!v. 

(e) If/is a coo function on a neighborhood of p, then d(dfllv = 0. 
For on (domain/) f1 U, df= I (of/ox;) dx;, so that 

d(df)lv = I d (of) I " dxilv = 4 ~ I dxilv " dxilv. 
OX; 'IJ '·' OX; OX; 'IJ 

But (o'1fox; oxi)(p) = (o2f!ox; OX;)(p), whereas dxii'IJ "dxii'IJ = 
-dxii'IJ A dx1I'IJ. So d(df)I'IJ = 0. 

Now we claim that the definition of d at pis independent of the coord
inates chosen. For let d' be defined on E*(p) relative to another coordinate 
system, and let w E E*(p ). Then w on (domain w) f1 U is given by 
(3), and since d' must also satisfy properties (a)-(e), it follows that 
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(5) d'(w)li> = d'(I af1 dxi1 A··· A dxi)li> 

=I d'(af1 dx11 A • • • A dxi)li> 

=I d'(afJ)Ii> A dx11 11> A· • • A dxi,li> 

(by (b)) 

(by (c)) 

+I ( -1)k-la~li> dxi111> A • • ·A d'(dxik)li> A ···A dxd 21 

(by (d)) 

(by (e)) 

Now, if w E E*(M), we define dw to be the form which as a lifting 
of M into A *(M) sends p to dwi>. It follows that d2 = 0, since if 
w E E*(M) and p E M, dw has the form I daf1 A dxf1 on a coordinate 
neighborhood of p, and thus 

d(dw)l 21 =I d(da~ A dxfJ)Ii> = 0 

by properties (e) and (d). It follows that d is an anti-derivation of 
E*(M) of degree + 1 satisfying (1) and (2). 

Uniqueness Let d' also be an anti-derivation of E*(M) of degree 
+ 1 satisfying (I) and (2). We first show that if w E E*(M) and w 
vanishes on a neighborhood W of p, then d'wli> = 0. Choose a ceo 
function fP which is 0 on a neighborhood of p and 1 on a neighborhood 
of M - W. Then fPW = w and 

d'(w)li> = d'((()w)li> = d'(fP)I, A c.oi> + ({)(p)d'wli> = 0. 

Now d' is defined only on elements of E*(M), that is, on globally 
defined forms on M. We wish to defined' on E*(p) for each p EM. 
If we E*(p), we can extend w to a form on M having the same germ 
at p as does w. Simply let fP be a ceo function which is 1 on a neighbor
hood of p and has support in the domain of w. Then fPW E E*(M) 
(({)w is defined to be 0 outside of the domain of w), and fPW agrees with 
w on a neighborhood of p. Thus we can define 

d'(w)li> = d'(fPW)Ii>, 

and by the above remarks this definition is independent of the extension 
chosen. Thus d'(w)ljJ is defined for all w in E*(p) and clearly satisfies 
properties (a)-(e). (In (d), extend c.o1 A c.o2 to a form on M by using 
fPW1 A fPW2 for a suitable ({); and in (e), observe that d'(df)li> = 
d'((() df)l 21 = d'(d(fPf>)li> = 0, since d(()(p) = 0 and since d' satisfies 
(1) and (2).) The equations (5) now imply that whenever wE E*(p), 
in particular whenever wE E*(M), d'(w)li> = d(w)li>· This proves 
uniqueness. 

Observe that it is clear from the above proof that dw I U = d(w I U) 
whenever U is an open set in M. 
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2.21 Interior Multiplication by Vector Fields Let X be a smooth 
vector field on M, and let wE E*(M). Interior multiplication of w by X 
is the form i(X)w whose value at m is the interior multiple of wm by Xm 
(see 2.11 (2) ): 

(1) (i(X)w )lm = i(Xm)(wm). 

That i(X)w is smooth follows easily from 2.16(2); and from 2.12 it follows 
that i(X): E*(M)- E*(M) is an anti-derivation of degree -1. 

2.22 Effect of Mappings Let 1p: M- N be a smooth map, and let 
mE M. Then we have the differential d1p: Mm- N"'(ml• its transpose 
l51p: N;(ml- M,'!:, and the induced algebra homomorphism l51p: A(N;(ml)
A(M,'!:). If w is a form on N, then we can pull w back to a form on M by 
setting 

(1) 

This is one of the particularly nice features of differential forms. Under a 
smooth mapping, they can be pulled back from the range to the domain of 
the map. Vector fields, on the other hand, do not display such pleasing 
behavior under mappings. 

2.23 Proposition Let 1p: M- N be a smooth map. Then 

{a) 151p: E*(N)- E*(M) and is an algebra homomorphism. 

(b) d1p commutes with d; that is, d(l51p(w)) = l51p(dw) (wE E*(N)). 

(c) d1p(w)(X1 , ••• , Xk)(m) = w"'(ml(d1p(X1(m)), ... , d1p(Xk(m))) for 
w E Ek(N) and for vector fields X1 , .•• ,. Xk on M. 

PROOF Result (c) is clear from 2.13(3); and 2.13(2) and the definition 
2.22(1) imply that d1p is an algebra homomorphism. Before we check 
that l51p(w) is actually a smooth form for wE E*(N), observe the follow
ing special case of (b): If fE C"'(N), then d1p(/) = fo 1p E C"'(M), 
and 1.23(d) implies that 

(1) d1p(df) = d(/o 1p) = d(15"P(/)). 

Now let w E E*(N), and let mE M. Choose a coordinate system 
(U, x1, ... , xd) about 1p(m) and a neighborhood V of m such that 
1p( V) c U. Then there are C"' functions a0 on U such that 

(2) w I U = l, a0 dxt1 A··· A dxi,· 

It follows that 

(3) 61p(w) I V = l, a0 o 1p d(xi1 o 1p) A··· A d(xi, o 1p), 

which is a smooth form on V. Hence 61p(w) EE*(M), and thus (a) is 
proved. To complete (b), we use (3): 
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(4) d(~?p(w))im = d(~ a~ o 1p d(xi 1 o 1p) A··· A d(x;, o 1p))lm 
=I (d(a~ o 1p) A d(X;1 o 1p) A··· A d(xi, o 1p))lm 
= ~1p(I da~ A dx;1 A • • • A dxiJim 

= ~?p(dw)im. 
Thus (b) is proved, and the proof is complete. 

THE LIE DERIVATIVE 

2.24 Definition Tensor fields and differential forms can be differentiated 
with respect to a vector field. The resulting derivative is known as the Lie 
derivative and is defined as follows. Fix a smooth vector field X on a manifold 
M. Recall (see 1.48) that we use Xt to denote the locall-parameter group of 
transformations associated with X. Let Y be another smooth vector field 
on M. We shall define the derivative of Y with respect to X at the point 
m E M. First we follow the integral curve of X through m out to the point 
X1(m) and evaluate Y there. Then we transfer Y x,<m> back to Mm via the 
differential dX_t of the diffeomorphism X_t. In M m we take the difference 
of the vectors dX_t(Yx,<ml) and Ym, divide the difference by t, and then 
take the limit as t----+ 0. In other words, we consider the smooth Mm-valued 
function t H dX_t( Y x ,< ml), and we take its derivative at t = 0. The result 
is a vector m M m which is called the Lie derivative of Y with respect to X at m 
and which is denoted by (Lx Y)m. Thus we define 

(1) 

:X ~so~~----·-----------m X,. 

X -
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In a similar way we define the Lie derivative of a differential form w with 
respect to the vector field X, except that in this case we evaluate w at XtCm) 
and then pull back via t5Xt to A(M!) where we take the difference with 
w(m), divide by t, and take the limit as t---+ 0. Thus we define 

(2) (Lxw)m =lim =- uXt Wx1<m> · 
t5XtCwx1<m>)- Wm d I (s ( )) 

t-+0 t dt t=O 

Smoothness of Lxw and of Lx Y is asserted in Proposition 2.25. The Lie 
derivative Lx can be extended to arbitrary tensor fields in the obvious way. 
If Tis a tensor field of type (r,s), then (LxT)m is the derivative at t = 0 of 
the (Mm)(r,s>·valued function whose value at tis 

dX_t(v1 ® · · · ® vr) ® t5Xt(vi ® • · · 0 v:) 
if 

2.25 Proposition Let X be a coo vector field on M. Then 

(a) Lxf= X(f) whenever jE C00 (M). 

(b) LxY = [X,Y]for each C"' vector field Yon M. 

(c) Lx: E*(M)---+ E*(M), and is a derivation which commutes with d. 

(d) On E*(M), Lx = i(X) o d + do i(X). 

(e) Let wE £P(M), and let Y0 , ••• , Yj) be coo vector fields on M. 
Then 

Ly0 (w(Yt, ... , Yp)) = (Ly0w)(Y1 , ••• , Yp) 
p 

+ _L w(Yl, ... ' yi-1 'Lyoli' Y;H ' ... ' Yj)). 
i=l 

{f) Assumption as in (e). Then 

~ ( )i+i ([ . .....-.. -+,4., -1 w Yi.Y1],Y0 , ••• ,Y., ... ,Y;, ... ,YP). 
i<j 

PROOF We leave result (a) as an exercise. For (b), we need only show 
that Lx Y(j) = [X, Y]jfor each/ E C00 (M). Let mE M. Then 

(1) (LxY)(f) = (lim dX_tYxt<m>- Ym)(f) 
t-+0 t 

= :t Lo [(dX_tCYx1<m>))(f)] 



The Lie Derivative 71 

Define a real-valued function H on a neighborhood of (0,0) in IR 2 by 

setting 

(2) 

Then by (a), 

(3) 

and (1) becomes 

(4) 

To evaluate this derivative, we set 

(5) K(t,u,s) = f(X.(Yu(X/m)))). 

Then H(t,u) = K(t,u,-t). It follows from the chain rule that 

(6) ()2 H I ()2 K I ()2 K I 
or1 or2 <o.o) = or1 or2 <o.o.o)- or3 or2 <o.o.o). 

Now, K(t,u,O) = f(Yu(Xt(m))). Hence 

(7) 

aKI a = y X,(m)(j), 
r2 (t,O,O) 

Also K(O,u,s) = f(X.(Yu(m))). Hence 

(8) 

aKI a = Xf(Yu(m)), 
ra <o.u.o) 

Part (b) now follows from (4), (6), (7), and (8). One immediate con

sequence of (b) is that Lx Y is a smooth vector field. 
For result (c), first consider Lx as a mapping of E*(M) into forms 

which are not apriori smooth, and observe that the derivation property 

follows immediately from adding and subtracting suitable terms before 

taking the limit in the definition 2.24(2). Next we check that Lx 
commutes with d when applied to functions; that is, 
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(9) (Lx(df) )m = d(Lxf)m (/E C"'(M); mE M). 

Since both sides of (9) are elements of M!,, we need only prove that 
they have the same effect when applied to an arbitrary vector Y m in 
Mm. The right-hand side gives 

(10) 

where f o Xt can be considered as a coo function on ( -e,e) X W for 
some e > 0 and some neighborhood W of m in M (1.48(d)). The 
left-hand side of (9) gives 

(11) (Lx(df))m(Ym) ={!!_I (bXt(dfx1<ml))}(Ym) 
dt t=O 

=!!_I (bXidfx1<ml)(Ym)) 
dt t=O 

= !!_I ( dj(dXiYm))) = !!_I (Ym(/ 0 Xt) ). 
dt t=O dt t=O 

Now let Y be an extension of Y m to a vector field on W. Then, according 
to Exercise 24(c) of Chapter 1, d/dt and Y have canonical extensions 
to vector fields on ( -e,e) x W where they satisfy [dfdt, Y] = 0. This 
fact together with (10) and (11) implies (9). Finally, to see that the 
form Lxw is actually smooth and to check that Lx commutes with d 
on all of E*(M), simply express an arbitrary form win local coordinates 
as in 2.16(2), and compute using equation (9), result (a), and the fact 
that Lx is a derivation. 

For result (d), observe that both Lx and i(X) o d + do i(X) are 
derivations on E*(M) which commute with d, and both have the same 
effect on functions. Then (d) follows from a simple computation in 
local coordinates. 

We shall leave (e) as an exercise. The proof is not difficult-one 
simply has to be persistent enough in unwinding the definitions. Again, 
one checks the identity by restricting to a local coordinate system. Try 
it first for the case w = f dx1 A dx2 in a coordinate neighborhood. 

Finally, result (f) follows from (e) by using (d) and induction on p. 
For the case p = 1, we have from (e) that 

(12) Ly0(w(Y1)) = (Ly0w)(Y1) + w[Y0,Y1]. 

Applying (a) and (d) to (12), one obtains 

Y0w( Y1) = ( (i( Y0) o d + do i( Y0) )w )( Y1) + w [ Y0 , Y1] 

= dw(Y0 ,Y1) + Y1(w(Y0)) + w[Y0,Y1], 

which is result (f) in the case p = 1. Now assume that (f) holds for 
p - 1. Then (f) is obtained for p by again starting with (e) and applying 
(d) and the induction hypothesis. 
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DIFFERENTIAL IDEALS 

Our objective here is to give a version of the Frobenius theorem in terms of 
differential forms, and then to describe E. Cartan's useful method of 
obtaining maps by looking for their graphs. 

2.26 Definitions Let !?) be a p-dimensional coo distribution on M. 
A q-form w is said to annihilate !?fi if for each m E M 

(1) wm(V1 , •.. , Vq) = 0 whenever V1 , •.• , Vq E !?fi(m). 

A form wE E*(M) is said to annihilate !?) if each of the homogeneous 
parts of w annihilates !?) . We let 

(2) J(!?fi) = {wE E*(M): w annihilates !?fi}. 

2.27 Definition A collection w1 , ••• , wn of 1-forms on M is called 
independent if they form an independent set in M! for each m E M. 

2.28 Proposition Let !?) be a smooth p-dimensional distribution on M. 
Then 

(a) J(!?fi) is an ideal in E*(M). 

(b) J(!?fi) is locally generated by d- p independent 1-forms. (That is, 
to each m E M there corresponds a neighborhood U of m and a set 
of independent 1-forms w1 , •.. , wd-p on U such that: 

(i) Ifw E .J(!?fi), then w I U belongs to the ideal in E*(U) generated 
by W1, • • • , wd-P · 

(ii) If wE E*(M), and if there is a cover of M by sets U (as above) 
such that for each U in the cover, w I U belongs to the ideal 
generated by w1 , •.• , wd-P, then w E .f'(!?fi).) 

(c) If .J c E*(M) is an ideal locally generated by d- p independent 
1-forms, then there exists a unique coo distribution !?) of dimension 
p on M for which J = J(!?fi). 

PROOF Part (a) follows from the definition of .J(!?fi) and the definition 
of multiplication in E*(M). 

Let m E M. Since !?) is smooth and p-dimensional, there exist coo 
vector fields Xd-p+l, ... , Xd defined and spanning !?fi at each point 
of a neighborhood of m. This collection can be completed to a collec
tion X 1 , ••• , Xd of smooth vector fields forming a basis of M n for 
each n in a neighborhood U of m. Let w1 , ..• , wd be the dual 1-forms; 
that is, 

(Kronecker index) 

for each n in U. Then w1 , ••• , wd-P are the desired 1-forms on U. 
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They are independent smooth 1-forms on U. If w E .f(~). w I U = 
2 a111W; 1 A · • • A wir, where <I> runs over nonempty subsets {i1 , ••. , ir} c 
{1, ... , d}, and where the a111 must be identically zero unless 
{i1, ... 'ir} n {1, ... 'd- p} :;1= 0. Thus w I u belongs to the ideal 
in E*(U) generated by w1 , ••• , w4_"'. Conversely, if w is a form such 
that for each such U in some covering of M, w I U belongs to the ideal 
in E*(U) generated by w1 , ••• , wa-"', then clearly wE f(~). This 
proves (b). 

For part (c), let mE M, and let the independent 1-forms w1 , ••• , w4_P 

generate .f on a neighborhood U of m. Define ~(m) to be the subspace 
of M m whose annihilator is the subspace of M!, spanned by the collection 
{w;(m): i =I, ... , d- p}. It followsthat~isasmoothp-dimensional 
distribution on M and that f = .f(~). Uniqueness of~ follows from 
the fact that~ :;t:. ~1 implies .f(~) :;t:. ..1"(~1). 

2.29 Definition An ideal .f c E*(M) is called a differential ideal 
if it is closed under exterior differentiation d; that is, 

(1) d(.f) c I 

2.30 Proposition A coo distribution~ on M is involutive if and only if 
the ideal..~"(~) is a differential ideal. 

PROOF Let w be a q-form in .f(~). and let Xo' ...• xq be smooth 
vector fields lying in~. Then 2.25(f) together with the involutiveness 
of ~ implies that dw(X0 , ••• , Xq) = 0. Hence dw E.!"(~), and 
.f(~) is a differential ideal. Conversely, suppose that .f(~) is a differen
tial ideal. Let Y0 and Y1 be vector fields lying in ~, and let m E M. By 
2.28{b), there are independent 1-forms w1 , ••. , w4_"' generating 
.f(~) on a neighborhood U of m. Extend these forms to M by multi
plying by a coo function which is I on a neighborhood of m and has 
support in U. We shall denote the extended forms similarly by 
w1 , ••• , Wa-"'. By 2.25(f), 

(1) w;[Y0 , Ytl = -dw;(Y0 , Y1) + Y0w;(Y1)- Y1w;(Y0) 

for i = 1, ... , d- p. The right-hand side of (1) is identically zero 
on M since .f(~) is a differential ideal and since w; E.!"(~). Thus 
w;([ Y0 , Y1])(m) = 0 for i = 1, ... , d - p. Now ~{m) is the subspace 
of M m whose annihilator is the subspace of M! spanned by the collection 
{w;{m): i =I, ... , d- p}. Thus [Y0,Y1](m)E~(m), and ~isinvolutive. 

2.31 Definition A submanifold {N,tp) of M is an integral manifold 
of an ideal .f c £* (M) if for every w E f, !5tp{ w) = 0. A connected integral 
manifold of an ideal .F is maximal if its image is not a proper subset of the 
image of any other connected integral manifold of the ideal. 
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It now follows immediately that we have the following version of the 
Frobenius theorem 1.64 in terms of differential ideals. 

2.32 Theorem Let .f c E*(M) be a differential ideal locally generated 
by d- p independent 1-forms. Let mE M. Then there exists a unique 
maximal, connected, integral manifold of .f through m, and this integral 
manifold has dimension p. 

2.33 We shall now consider a technique which in certain situations enables 
one to find a map by looking for its graph as an integral manifold of a 
differential ideal. This will have important applications in the theory of 
Lie groups in Chapter 3, and also has important applications in such areas 
as isometric imbeddings in Riemannian geometry, for example, see [2, §10.8]. 

Suppose that f: Nc---+ Md is coo and that {w;} is some collection of 
forms on M. Let '17'1 and '17'2 denote the natural projections of N x M onto 
Nand M respectively. For each i, we define a form P.i on N x M by setting 

(1) 

Let .f be the ideal in E*(N x M) generated by the P,;. 
Now the graph off is the submanifold (N,g) of N x M where 

(2) g(n) = (n,f(n)). 

We claim that the graph is an integral manifold of the ideal .f. For this, 
it suffices to show that t5g(p,;) = 0 for each i. Now, 1r1 o g = id, and 
'17'2 o g = f, and thus it follows that 

t5g(p,;) = t5(7r1 o g)t5f(w;) - fJ(1r2 o g)(w;) = t5f(w;) - t5f(w;) = 0. 

Thus starting with a map f: N---+ M and a collection of forms on M, 
we have observed that the graph off is an integral manifold of a certain 
ideal of forms on N x M. Now, suppose that we start with the manifold 
Md, and suppose that there exists a basis w1 , .•• , wd of 1-forms on M, 
that is, {w;(m)} is a basis of M!. for each mE M. (Such a basis does not 
generally exist, but it does exist in a number of interesting situations for 
which the following technique is quite useful.) Suppose also that we have a 
manifold Nc and a collection oc1 , ••. , ocd of I -forms on N and that we wish 
to find a map f: N---+ M such that 

(3) 

for i = I, ... , d. If the map f exists, then, as we have observed, its graph 
will be an integral manifold of a certain ideal of forms. So we attempt to 
find the graph from the ideal. We define forms p,; on N x M by setting 

(4) 

and we let f be the ideal in E*(N x M) which they generate. Iff happens 
to be a differential ideal, then we can obtain the desired map f (at least 
locally) from an integral manifold of .f. That is, one gets at/by looking for 



76 Tensors and Di.fferential Forms 

its graph as an integral manifold of a suitable differential ideal. So suppose 
that f is a differential ideal, and let (n0,m0) EN x M. Then since f is 
locally (in fact globally) generated by d independent 1-forms, the Frobenius 
theorem guarantees that there is a maximal, connected, integral manifold 
I of f of dimension c through (n0,m0). Let q E I. We claim that d7T1 I Iq is 
1: 1. For suppose that v E Iq and that d7T1(v) = 0. Then since P,;(v) = 0, 
it follows from (4) that w;(d'TT'2(v)) = 0 fori= 1, ... , d; and this implies 
that d'TT'2(v) = 0 since thew; form a basis of 1-forms on M. But now if both 
d7T1(v) = 0 and d'TT'2(v) = 0, then v = 0. Hence d'TT'1 I Ill is 1:1. Thus 
7T1 I I: I-N is locally a diffeomorphism. So there exist neighborhoods 
V of (n0 ,m0) in I and U of n0 such that 'TT'1 I V: V _. U is a diffeomorphism. 
We define f: U- M by setting 

(5) f = 7Ta 0 (7Tt I V)-l. 

Thenf(n0) = m0 , the graph ofjis an open submanifold of I, and moreover, 

(6) lJf(w;) = ex; I U. 

For let v E U,. for some n E U. Then by (4), 

0 = P,;(d('TT'1 I V)-1(v)) 

= cxi(v) - wi(d7Ta o d('TT'1 I V)-1(v)) = cxi(v) - lJf(w;)(v), 

which proves (6). Thus we have obtained the desired map locally. That is, 
given n0 EN and an arbitrary choice of m0 E M, then under the assumption 
that the ideal J generated by (4) is a differential ideal, we have found an 
open neighborhood U of n0 and a c«> map f: U _. M such that f(n0) = m0 

and such that lJf(w;) = ex; I U. Moreover, there is a unique such map. 
More precisely, if m0 EM, and if U is any connected open neighborhood 
of n0 in N for which there exists a c«> map f: U- M such that f(n0) = m0 

and such that lJf(w;) = ex; I U fori = I, ... , d, then there is a unique such 
map on U. For let/be any other such map. Let (U,g) and (U,g) be the 
graphs of J and f over U respectively. Thus 

(7) g(n) = (n,/(n)) and g(n) = (n,f(n)) 

for n E U. Then, according to our remarks near the beginning of this section, 
not only is (U,g) an integral manifold off through (n0 ,m0), but so is (U,g). 
Now, the subset of U on which g and g agree is non-empty since it contains 
n0 , and is closed by continuity, and is moreover open. For let g(n) = g(n). 
Then it follows from the uniqueness of integral manifolds that there exist 
sufficiently small neighborhoods Wand W of n so that 

(8) g(W) = g(W). 

It follows then from (7) that W = Wand that 

(9) Kl W=gl W. 
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Hence, since U is connected, g = g on U, which implies that f =/on U. 
This proves uniqueness. 

In suitable situations one can conclude that 1r1 l I is a covering of N; 
and then if N is simply connected, one can conclude that there exists a 
unique coo map f: N ~ M such that f(n0) = m0 and such that (3) holds. 
In Chapter 3 we shall make several concrete applications of this method for 
proving existence and uniqueness of certain maps. This technique was 
originally used by E. Cartan for the problem of finding local isometric 
imbeddings of Riemannian manifolds in Euclidean space. 

We summarize the results of this section in the following. 

2.34 Theorem Let N" and M"' be differentiable manifolds, and let 1r1 

and 1r2 be the canonical projections of N x M onto N and M respectively. 
Suppose that there exists a basis { wi: i = 1, ... , d} for the I -forms on M. 

(a) Iff: N ~ M is coo, then the graph off is an integral manifold of 
the ideal of forms on N X M generated by 

(1) 

(b) If {oci: i = 1, ... , d} are 1-forms on N, and if the ideal of forms on 
N x M generated by 

(2) {d1r1(oci)- d?T2(wi): i = 1, ... , d} 

is a differential ideal, then given n0 E N and m0 E M there exists a 
neighborhood U ofn0 and a coo mapf: U ~ M such thatf(n0)- m0 

and such that 

(3) (i-1, ... ,d). 

Moreover, if U is any connected open set containing n0 for which 
there exists a coo map f: U ~ M satisfying both f(n0) - m0 and 
equation (3), then there exists a unique such map on U. 

EXERCISES 

1 Supply the proofs of 2.2(a)-(e). 

2 (a) Show that homogeneous tensors are generally not decom
posable. 

(b) Show that if dim V ~ 3, then every homogeneous element 
in A(V) is decomposable. 

(c) Let dim V > 3. Give an example of an indecomposable 
homogeneous element of A(V). 

(d) Let oc be a differential form. Is ot A ot = 0? 
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3 Supply the proofs of 2.6(a)-(c). 

4 Derive the formulas (2), (3), and (4) of 2.10. 

5 Prove that Lxf= Xf whenever fe C 00 (M) and X is a coo vector 
field on M. 

6 Let X and Y be coo vector fields on M with corresponding local 
!-parameter groups Xt and Yt. Let me M, and let 

{3(t) = y_v'tx-v;Yv'tXv't(m) 

fort in ( -e,e), for a sufficiently small e. 
Prove that 

(1) [X,Y1Im/= lim f(f3(t))- J(f3(0)} ·P(t) 
t-+0 t 

If {3(t) were a smooth curve at t = 0, then the right-hand side of 
(1) would simply be the effect of the tangent vector to {3 at t = 0 
applied to the function f However, because of the .Ji, {3 is not 
generally smooth at t = 0. Thus the existence of the limit in (1) 
is part of the problem, and the problem asserts that this curve {3, 
even though it is not smooth at t = 0, defines a tangent vector in 
M m in the usual way, and this vector is precisely [X, Y1lm . 

7 Prove 2.25(e). 

8 Let M be connected, and let 1r: M x N ~ N be the natural pro
jection. Prove that a p-form w on M x N is ~1r( IX) for some p-form 
IX on N if and only if i(X)w = 0 and Lxw = 0 for every vector 
field X on M x N for which d1r(X(m,n)) = 0 at each point (m,n) e 
MxN. 

9 Prove that the elements v1 , ••• , vr of the vector space V are linearly 
independent if and only if v1 A • • • A vr :;!= 0. 

10 Prove that linearly independent sets {v1 , ••• , vr} and {w1 , ••• , wr} 
are bases of the same r-dimensional subspace of a vector space V 
if and only if v1 A • • • A vr = cw1 A • • • A wr where necessarily 
c :;!= 0; and in this case, c = det A where A= (au) and V; = 
! a;;W;. 

11 Let f be an ideal of forms on M locally generated by r independent 
1-forms. Say f is generated by w1 , ••• , wr on U. Then the condi
tion that f be a differential ideal is equivalent to each of: 

(a) dw; =! w;; A w; for some 1-forms w;1 (for each such 
i 

(U, w1 , ••• , wr)). 

(b) If w = w1 A··· A wr, then dw = IX A w for some 1-form IX 

(for each such (U, wl> •.. , wr)). 
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12 Let V be an n-dimensional vector space, and let 1 be a linear trans
formation on V. Since An( V) is one-dimensional, the linear 
transformation which 1 induces on An(V) is simply multiplication 
by a constant. Define the determinant of 1 to be this constant. 
If A is an n x n matrix, let v1 , ••• , vn be a basis of V, and let 1 
be the linear transformation on V whose matrix with respect to this 
basis is A. Then define the determinant of A to be the determinant 
of /. Prove that the determinant of A does not depend on the basis 
v1 , ••• , vn chosen. Using this definition, derive the standard 
properties of determinants. For example, derive the expansion 

det A = I (sgn 7T)al7r(l) ••• amr(n) 
'11 

where A = (aii), sgn 7T is the sign of the permutation 7T, and 7T 

runs over all permutations on n letters. Prove also that the deter
minant of the product of two matrices is the product of their 
determinants. 

13 Let V be ann-dimensional real inner product space. We extend the 
inner product from V to all of A(V) by setting the inner product 
of elements which are homogeneous of different degrees equal to 
zero, and by setting 

(1) (w1 A··· A wP, v1 A··· A v'P) = det(wi,v1) 

and then extending bilinearly to all of AP(V). Prove that if 
e1 , ••• , en is an orthonormal basis of V, then the corresponding 
basis 2.6(1) of A(V) is an orthonormal basis for A(V). 

Since An(V) is one-dimensional, An(V)- {0} has two components. 
An orientation on Vis a choice of a component of An(V) - {0}. 
If V is an oriented inner product space, then there is a linear 
transformation 
(2) •: A(V)-+A(V), 

called star, which is well-defined by the requirement that for any 
orthonormal basis e1 , ••. , en of V (in particular, for any re-ordering 
of a given basis), 

(3) 
•(e A .. • A e ) - ±e A .. • A e 1 1J - P+l n• 

where one takes "+" if e1 A • • • A en lies in the component of 
An(V)- {0} determined by the orientation and "-" otherwise. 
Observe that 

(4) 
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Prove that on A~(V), 

(5) ** = (-l)~(n-~l. 

Also prove that for arbitrary v, wE A:v(V), their inner product is 
given by 

(6) (v,w) = *(W A *V) = *(V A *W). 

14 Let V be a real inner product space, as in Exercise 13. Let 
y: AP+l(V)- A:v(V) be the adjoint of left exterior multiplication 
by ~ E V. That is, 

(y(v),w) = (v, ~ A w) 

for v E AP+1(V) and wE Ap{V). Prove that 

y(v) = (-I)n:v *{~A (*v)). 

15 Let ~ E V. Prove that the composition 

/;A /;A 
A~(V) ~ A:v+l(V) ~ A:v+2(V) 

of left exterior multiplication by g with itself is an exact sequence; 
that is, the image of the first map is the kernel of the second. 

16 Cartan Lemma Let p::;; d, and let w1 , ••• , w:v be 1-forms on Md 
which are linearly independent pointwise. Let ()1 , ••• , ()"'be 1-forms 
on M such that 

:1> 

I ()i A W; = 0. 
i=l 

Prove that there exist coo functions A;; on M with Au = A;; such that 

:1> 

()i = 2 A;;W; (i= l, ... ,p). 
i=l 
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Lie groups are without doubt the most important special class of differentiable 
manifolds. Lie groups are differentiable manifolds which are also groups 
and in which the group operations are smooth. Well-known examples 
include the general linear group, the unitary group, the orthogonal group, 
and the special linear group. 

In this chapter we shall set the foundations for the study of Lie groups. 
Of central importance for Lie theory is the relationship between a Lie group 
and its Lie algebra of left invariant vector fields. We shall study the corre
spondence between subgroups and subalgebras and between homomorphisms 
of Lie groups and homomorphisms of their Lie algebras. We shall study the 
properties of the exponential mapping which is a generalization to arbitrary 
Liti groups of the exponentiation of matrices and which provides a key link 
between a Lie group and its Lie algebra. We shall investigate the adjoint 
representation, shall prove the closed subgroup theorem, and shall consider 
basic properties and examples of homogeneous manifolds. Along the way 
we shall derive many properties of the classical linear groups. 

Lm GROUPS AND THEIR Lffi ALGEBRAS 

3.1 Definition A Lie group G is a differentiable manifold which is 
also endowed with a group structure such that the map G x G ---+ G defined 
by (a, T) 1--+ o'T-1 is coo. 

Throughout this chapter, G and H will denote Lie groups, and we shall 
universally use e to denote the identity element of a Lie group. 

3.2 Remarks 

(a) Let G be a Lie group. Then the map ,. 1--+ ,.-1 is coo since it is the 
composition ,. 1--+ (e,T) 1--+ ,.-1 of coo maps. Also, the map {a,T) 1--+ aT 
of G x G---+ G is C00 since it is the composition (a,T) 1--+ (a,,.-1) 1--+ o'T 
of coo maps. 

82 
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(b) The identity component of a Lie group is itself a Lie group; and the 
components of a Lie group are mutually diffeomorphic. 

(c) Since we have included second countability in the definition 1.4 of 
differentiable manifold, Lie groups for us will always be second countable. 
In particular, they can have at most countably many components. It 
should be observed, however, that if second countability is dropped 
from the definition of Lie group, then connected Lie groups (hence 
also those with countably many components) would still be second 
countable. We leave the proof of this as an exercise. You will need to 
use the fact that a connected Lie group is the union of powers of any 
neighborhood of its identity (see 3.18). 

3.3 Examples of Lie Groups 
(a) The Euclidean space IR n is a Lie group under vector addition. 

(b) The non-zero complex numbers C* form a Lie group under multi
plication. 

(c) The unit circle S1 c C* is a Lie group with the multiplication induced 
from C*. 

(d) The product G x H of two Lie groups is itself a Lie group with the 
product manifold structure and the direct product group structure; 
that is, (a1 ,T1)(a2 ;r2) = (0'10'2 ,T1T2)· 

(e) Then-torus Tn (nan integer > 0) is the Lie group which is the product 
of the Lie group S1 with itself n times. 

(f) The manifold G/(n,IR) of all n x n non-singular real matrices is a 
Lie group under matrix multiplication. 

(g) The set of all non-singular super-triangular n x n real matrices (all 
entries below the diagonal are zero) is a Lie group under matrix 
multiplication. 

(h) Let IR * denote the non-zero real numbers, and let K be the product 
manifold IR * x IR. With a group structure on K defined by 

(s,t)(s1 ,t1) = (ss1 , st1 + t), 

K becomes a Lie group. This Lie group is the group of affine motions of 
IR, for if we identify the element (s,t) of K with the affine motion 
x 1-+ sx + t, then the multiplication in K is composition of affine 
motions. 

(i) Let K be the product manifold G/(n,IR) x IRn. We define a group 
structure on K by setting (A,v)(A1, v1) = (AA 1, Av1 + v). With this 
group structure, K becomes a Lie group. This Lie group is the group of 
affine motions of IR n, for if we identify the element (A,v) of K with the 
affine motion x 1-+ Ax + v of IR n, then the multiplication in K is com
position of affine motions. 
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3.4 Definition A Lie algebra g over fR is a real vector space g together 
with a bilinear operator [ , ]: g x g-+ g (called the bracket) such that 
for all x,y, z E g, 

(a) [x,y] = - [y,x]. 
(b) [[x,y],z] + [[y,z],x] + [[z,x],y] = 0. 

(anti-commutativity) 
(Jacobi identity) 

The importance of the concept of Lie algebra is that there is a special 
finite dimensional Lie algebra intimately associated with each Lie group, 
and that properties of the lie group are reflected in properties of its Lie 
algebra. We shall see, for example, that the connected, simply connected 
Lie groups are completel:Y determined (up to isomorphism) by their Lie 
algebras. The study of these Lie groups then reduces in large part to a study 
of their Lie algebras. 

3.5 Examples of Lie Algebras 

(a) The vector space of all smooth vector fields on the manifold M forms 
a Lie algebra under the Lie bracket operation on vector fields. 

(b) Any vector space becomes a Lie algebra if all brackets are set equal to 0. 
Such a Lie algebra is called abelian. 

(c) The vector space gi(n,fR) of all n x n real matrices forms a Lie algebra 
if we set 

[A,B] =AB-BA. 

(d) A 2-dimensional vector space with basis x, y becomes a Lie algebra if we 
set 

[x,x] = [y,y] = 0 

and extend bilinearly. 

and [x,y] = y, 

(e) IR3 with the bilinear operation X x Y of the vector cross product is a 
Lie algebra. 

The proof that the above are Lie algebras is left to the reader as an 
exercise. 

3.6 Definitions Let a E G. Left translation by a and right translation by 
a are respectively the diffeomorphisms 111 and r 11 of G defined by 

/ 11(7) =CIT, 
(1) 

r11(T) = TCI 

for all T E G. If Vis a subset of G, we denote r.,(V) and /.,(V) by Va and aV 
respectively. A vector field X (not assumed apriori to be smooth) on G is 
called left invariant if for each a E G, X is /"-related to itself; that is, 

(2) d/.,oX= Xo/.,. 
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The set of all left invariant vector fields on a Lie group G will be denoted by 
the corresponding lowercase German letter g. 

3. 7 Proposition Let G be a Lie group and g its set of left invariant 
vector fields. 

(a) g is a real vector space, and the map IX: g _.G. defined by 1X(X) = 
X( e) is an isomorphism of g with the tangent space G. to G at the 
identity. Consequently, dim g =dim G.= dim G. 

(b) Left invariant vector fields are smooth. 

(c) The Lie bracket of two left invariant vector fields is itself a left 
invariant vector field. 

(d) g forms a Lie algebra under the Lie bracket operation on vector 
fields. 

PROOF That g is a real vector space and that IX is linear is clear. IX is 
injective, for if 1X(X) = IX( Y), then for each a E G 

(1) X(a) = dl,lX(e)) = dla{Y(e)) = Y(a); 

hence X= Y. Moreover, IX is surjective; for if x E G., we let X(a) = 
dl .. (x) for each a E G. Then 1X(X) = x, and X is left invariant since 

X(Ta) = d/Ta(x) = d/T dl .. (x) = dl7 (X(a)) 

for all a and Tin G. This proves part (a). 
For (b), let XE g, and let fe C00 (G). We need only show that 

XfE C00 (G). Now, 

(2) Xf(a) = Xaf= dla(X.)f= X.(fo 1 .. ). 

Thus we need to show that a~ X.(Jo 1 .. ) is a coo function on G. We 
do this by exhibiting this function as a suitable composition of coo 
maps. Let q~: G x G _. G denote group multiplication, q~(a,T) = GT. 
And let i.1 and i .. 2 be the maps of G _. G x G defined by 

i/(T) = (T,e), 

i .. 2(T) = (G,T). 
(3) 

Let Y be any coo vector field on G such that Y(e) =X( e). Then (0, Y) 
is a smooth vector field on G x G, and [(O,Y)(fo q~)] o i/ is a coo 
function on G. Using part (d) of Exercise 24, Chapter 1, we obtain 

[(O,Y)(jo q~)] o i/(a) = (O,Y)(a,el(jo q~) 

= O..(Jo {jl o i/) + Y8 (fo q1 o ia2) 

= x.(J o q~ o i .. 2) = x.(J oz .. ). 

Thus a~ x.(fo 1 .. ) is a smooth function on G, which proves part (b). 
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Since, by (b), left invariant vector fields are smooth, their Lie brackets 
are defined. Now, if X is Ia· related to itself, and Y is Ia· related to itself, 
then according to 1.55, [X, Y] is Ia· related to [X, Y]. Thus the Lie 
bracket of two left invariant vector fields is again a left invariant vector 
field. Part (d) is now an immediate consequence of 1.45. 

3.8 Definition We define the Lie algebra of the Lie group G to be the Lie 
algebra g of left invariant vector fields on G. Alternatively, we could take 
as the Lie algebra of G the tangent space G. at the identity with Lie algebra 
structure induced br requiring the vector space isomorphism 3.7(a) of g 
with G6 to be an isomorphism of Lie algebras. It will be convenient at times 
to consider the Lie algebra from this alternate point of view. In particular, 
we shall see (3.10 and 3.37) that the Lie algebras of the classical groups admit 
particularly nice interpretations in terms of their tangent spaces at the identity. 

3.9 Remarks on Vector Spaces as Manifolds In 1.5(b) we observe 
that any finite dimensional real vector space Vis, in a natural way, a differ
entiable manifold. Let {e,} be a basis of V, and let {r,} be the dual basis. 
Now let p E V. Then there is a natural identification of the tangent space 
vfl to vat p with v itself, given by 

(1) Ia,'::la / ~ Ia,e,. 
ur; " 

It is easily seen that this identification is independent of the basis chosen. 
We shall often make use of this identification in describing tangent vectors 
to a vector space as elements of the vector space itself. In particular, if 
a(t) is a smooth curve in V, then 

(2) "(t ) _ 1. a(t) - a(t0) 
e1 0 - 1m • 

t-+to t - to 

3.10 Examples of Lie Groups and Their Lie Algebras 

(a) The real line fR is a Lie group under addition. The left invariant 
vector fields are simply the constant vector fields {A.(d/dr):;. erR}. 
The bracket of any two such vector fields is 0. 

(b) The General Linear Group. The set gl(n,rR) of all n x n real matrices 
is a real vector space of dimension n2• Matrices are added and multi
plied br scalars componentwise. As we have already remarked, 
gl(n,rR) becomes a Lie algebra if we set [A,B] ==AB-BA. 

The general linear group Gl(n,rR) inherits its manifold structure as 
the open subset of gl(n,fR) where the determinant function does not 
vanish, and is a Lie group under matrix multiplication. Let xii be the 
global coordinate function on gl(n,IR) which assigns to each matrix 
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its ijth entry. Then if a, T E G/(n,fR), X;;(uT-1) is a rational function 
of {xk1(a)} and {xk1(T)} with non-zero denominator, which proves that 
the map (u,T)---+ UT-1 is coo. 

Now let g be the Lie algebra of G/(n,fR). Let oc: gl(n,fR),---+ gl(n,fR) 
be the canonical identification of the tangent space to gl(n,fR) at the 
identity matrix e with gl(n,fR) itself. Thus for v E gl(n,fR)., 

(l) oc(v);; = v(x;1). 

Then since G/(n,fR). = gl(n,fR)., we have a natural map {J: g---+ 
gl(n,fR) defined by 

(2) {J(X) = oc(X(e)). 

We claim that {J is a Lie algebra isomorphism, and in this way we consider 
gl(n,fR) to be the Lie algebra of Gl(n,fR). {3 is clearly a vector space 
isomorphism. We need only show that 

(3) {J( [X, Y]) = [{J(X) ,{J( Y)] 

whenever X, Y E g. Now, 

(4) (xH o t .. )(T) = X;;( aT)= I X;iu)xk;(T). 
k 

Since Y is a left invariant vector field, 

(5) (Y(x;;))(u) = dl..(Y.)(x;;) = Y.(xii o 1 .. ) 

= Ix;k(u)Y.(xk;) = Ix,k(u)oc(Y,)k; 
k k 

= I X;k(a){3(Y)k;. 
k 

Using (5), we now compute the ijth component of {J([X, Y]): 

(6) {3([X, Y]);; = [X, Y].(x;;) = X e(Y(x;;)) - Ye(X(xii)) 

= I {Xe(x;k){3(Y)k; - Y.(x;k){3(X)k;} 
k 

= I {{3(X),k{3(Y)k; - {3(Y),k{3(X)k;} 
k 

= [{3(X),{3(Y)];;. 

Hence {J is a Lie algebra isomorphism. 

(c) Let V be an n-dimensional real vector space. Let End(V) denote the 
set of all linear operators on V (the set of endomorphisms of V), and 
let Aut(V) c End(V) denote the subset of non-singular operators 
(the automorphisms). End(V) is a real vector space of dimension n2 , 

and it becomes a Lie algebra if we set 

(7) 
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A basis of V determines a diffeomorphism of End(V) with gl(n,IR) 
sending Aut(V) onto Gl(n,IR). It follows that Aut(V) inherits a 
manifold structure as an open subset of End(V) and is a Lie group 
under composition. Under the natural identification of End(V) with 
End(V). = Aut(V). (where e denotes the identity transformation on V), 
End(V) inherits a Lie algebra structure from the Lie algebra of Aut(V). 
This induced Lie algebra structure is precisely the one described in (7). 

(d) Let gl(n,C) denote the set of all n x n complex matrices, and let 
Gl(n,C) c gl(n,C) be the subset of non-singular ones. Gl(n,C) is 
known as the complex genera/linear group. gi(n, C) is a 2n2-dimensional 
real vector space, with a basis consisting of the matrices ~H and 

.J -1~;; (i,j = 1, ... , n) where ~;; is the matrix all of whose entries 
are zero except for a 1 in the ijth spot; and gl(n,C) forms a Lie algebra 
if we set [A,B] =AB-BA. Gl(n,C) inherits a manifold structure 
as an open subset of gl(n,C) and is a Lie group under matrix multiplica
tion. With considerations entirely analogous to those in Example (b), 
one sees that the natural identification of the Lie algebra of Gl(n,C) 
with gl(n,C) is a Lie algebra isomorphism. Thus we may consider 
gl(n,C) as the Lie algebra of Gl(n,C). 

(e) Similarly, in analogy with Example (c), if Vis a complex n-dimensional 
vector space, and if End(V) denotes the set of complex linear trans
formations of V, and Aut(V) c End(V) denotes the non-singular ones, 
then Aut(V) is a 2n2-dimensional Lie group with Lie algebra End(V). 

3.11 Definition A form wonG is called left invariant if 

W ~w=w 

for each a E G. As in the case ofleft invariant vector fields, it is not necessary 
to assume that left invariant forms are smooth, for smoothness is a conse
quence of the left invariance. We shall denote the vector space of left 
invariant p-forms on G by Erinv(G), and we let 

dimG 

(2) Ez*inv(G) = .I E~inv(G). 
:P=O 

Left invariant 1-forms are also known as Maurer-Cartanforms. 

The following proposition is the analog for left invariant forms of 3.7. 
The proofs are straightforward, and we leave them to the reader as an 
exercise. 
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3.12 Proposition 

(a) Left invariant forms are smooth. 

(b) Ez*inv(G) is a subalgebra of the algebra E*(G) of all smooth forms on G, 
and the map w-+ w(e) is an algebra isomorphism of E1~nv(G) onto 
A( a:). In particular, this map gives a natural isomorphism of Ehni G) 
with a: and hence with g*. (In this way we shall consider Ez\niG) as 
the dual space of the Lie algebra of G.) 

(c) If w is a left invariant 1-form and X a left invariant vector field, then 
w(X) is a constant function on G, and this constant is precisely the effect 
w has on X when w is considered as an element of the dual space of g 
as in part (b). (We shall consider w(X) either as a constant function 
on G or as the corresponding real number, the particular choice depend
ing on the context.) 

(d) If wE Ez\nv(G) and X, Y E g, then it follows from 2.25(f) that 

(1) dw(X, Y) = -w[X, Y]. 

(e) Let {X1 , .•. , Xd} be a basis of g with dual basis {w1 , ... , wd} for 
Efinv(G). Then there exist constants ciik such that 

(2) 
d 

[X,,X1] = ~c;;kXk. 
k=l 

(The C;;k are called the structural constants of G with respect to the basis 
{X;} of g.) They satisfy 

C;;k + C;;k = 0, (3) 
~ (CurCrks + CikrCris + CktrCr;s) = 0. 
r 

The exterior derivatives of the W; are given by the Maurer-Cartan 
equations 

(4) 

HOMOMORPffiSMS 

dw1 = ~ C;ktwk A w1 • 
i<k 

3.13 Definitions A map ~: G-+ H is a (Lie group) homomorphism 
if~ is both C"' and a group homomorphism of the abstract groups. We call 
~ an isomorphism if, in addition, ~ is a diffeomorphism. An isomorphism 
of a Lie group with itself is called an automorphism. If H = Aut(V) for 
some vector space V, or if H = Gl(n,C) or Gl(n,IR), then a homomorphism 
~: G-+ His called a representation of the Lie group G. 
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If g and l) are Lie algebras, a map 1p: g ~ l) is a (Lie algebra) homomor
phism if it is linear and preserves brackets (1p[X, Y] == [1p(X),1p(Y)] for all 
X, Y E g). If, in addition, 'P is 1: 1 and onto, then 'P is an isomorphism. 
An isomorphism of g with itself is called an automorphism. If l) == End(V) 
for some vector space V, orifl) = gl(n,<C) or gl(n,IR), then a homomorphism 
'P: g ~ l) is called a representation of the Lie algebra g. 

Let tp: G ~ H be a homomorphism. Then since tp maps the identity of 
G to the identity of H, the differential dtp of tp is a linear transformation of 
G e into H.. By means of the natural identifications of the tangent spaces 
at the identities with the Lie algebras, this linear transformation dtp of G. 
into H. induces a linear transformation of g into l) which we shall denote also 
by dtp. Thus 

(1) dtp: g ~ 1), 

where if X E g, then dtp(X) is the unique left invariant vector field on H such 
that 

(2) dtp(X)(e) = dtp(X(e)). 

3.14 Theorem Let G and H be Lie groups with Lie algebras g and l) 
respectively, and let tp: G ~ H be a homomorphism. Then 

(a) X and dtp(X) are tp-related for each X E g. 

(b) dtp: g ~ l) is a Lie algebra homomorphism. 

PROOF Let X = dtp(X). Then X and X are tp-related. For since tp is a 
homomorphism, /~Cal o tp = tp o Ia ; hence 

(1) X( tp(a)) = dl~(a)X(e) = d/~(a) dtp(X(e)) 

= d(/~ 1, 1 o tp)X(e) = d(tp o la)X(e) = dtp(X(a)). 

This proves part (a). Now let X, Y E g. Then for part (b), we must 
show that 

(2) 
"-! 

[X, Y] = [X, Y]. 

By 1.55, [X, Y] is tp-related to the left invariant vector field [X,f]. 
In particular, 

(3) [X, Y](e) = dtp([X,Y](e)). 

""' But [X, Y], by Definition 3.13(2), is the unique left invariant vector 
field on H whose value at the identity is dtp([X, Y](e)). Thus (2) holds, 
and the theorem is proved. 

3.15 Effect of Homomorphisms on Left Invariant Forms Let 
tp: G ~ H be a homomorphism. Then btp pulls left invariant forms on H 
back to left invariant forms on G, since whenever w is a left invariant form 
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onH, 

(1) c511115rp(w) = 15(rp o /a)w = 15(/~(a) o rp)w 

= brp~/~(a)(w) = brp(w). 

Moreover, the mapping brp: E{111v(H)---* Ehnv(G), considered as a mapping of 
the dual space of~ to the dual space of g, is precisely the transpose of 
drp: g---* ~; that is, 

(2) (15rp(w))(X) = w(drp(X)) (wEE~ inv(H); X E g). 

Recall that if {w1 , •.. , wa} is a basis of Ez\nvCH), then there are structural 
constants {c;;k} (see 3.12(4)) such that 

(3) dw; = z cikiwk A w1 • 
i<k 

Thus since d and brp commute, 

(4) d(brp(w;)) = zciki brp(wk) A brp(w1). 
i<k 

Now let 1r1 and 1r2 be the canonical projections of G x H onto G and H 
respectively. Then the ideal.J' offorms on G x H generated by the collection 
of independent 1-forms 

(5) 

is a differential ideal; for using (4), we obtain for each i, 

(6) d(b1r1 brp(w;)- b?T2(w;)) 

= z C;k;(b?Tlbrp(wk) A b?T115rp(w1)- 15?T2(wk) A 61r2(w1)) 
i<k 

= zciki[{I51Tl brp(wk)- b1r2(wk)} A b1r1 brp(w1) 
i<k 

+ b1r2(wk) A {b1r1 brp(w1)- b?T2(w1)}], 

which belongs to the ideal .J'. Moreover, observe that the 1-forms (5) 
generating the differential ideal .J' are themselves left invariant 1-forms on 
G x H. This follows immediately from applying M<a.sl to the forms (5), where 
(0",~) E G X H, and from using the fact that 1r1 o l<a.;l = Ia o 1r1 and 
-z:2 o l<a.v =I~ o 1r2 • Note also that the basis {w;} of E{ 111v(H) is a basis of the 
1-forms on H in the sense of 2.33. 

To carry out the above construction of a differential ideal on G x H, 
it is sufficient to start simply with a homomorphism of the Lie algebras 
rather than a homomorphism of the Lie groups. Let G and Hbe Lie groups, 
and let tp: g ---* ~ be a homomorphism of their Lie algebras. tp has a transpose 
tp*: Efinv(H)---* E{111v(G), namely, 

(7) (tp*(w))(X) = w(tp(X)) (wEE~ inv(H); X E g). 
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Let {w;} be a basis of Elinv(H). Then we claim that the ideal J of forms on 
G x H generated by the collection of independent 1-forms 

(8) 

is a differential ideal. This follows from a computation similar to (6) together 
with the observation that 

(9) 

To prove (9), it suffices to prove that both sides have the same effect on an 
arbitrary pair X, Y of left invariant vector fields on G: 

(10) d(11'*(w;))(X,Y) = -1p*(w;)[X,Y] = -w;[1p(X),1p(Y)] 

= dw;(1p(X),1p(Y)) 

= Icikiwk A w1(1p(X),1p(Y)) 
i<k 

= 2 C;k;1p*(wk) A 1p*(w1)(X, Y). 
i<k 

Here the first and third equalities follow from 3.12(1). Finally, observe 
that, in this case also, the forms (8) are left invariant on G x H. 

We shall make use of these ideals on G x H in proving existence and 
uniqueness of homomorphisms in various situations. 

3.16 Theorem Let G be connected, and let tp and 1p be homomorphisms 
of G into H such that the Lie algebra homomorphisms dtp and d1p of g into l) 
are identical. Then tp = 11'· 

PROOF Since dtp = d1p, we have 

(1) btp = b1p: E~ inv(H)- E! inv(G). 

Thus we have two coo maps q> and 1p of the connected manifold G into H, 
both agreeing at e E G, and both having the same effect of pulling back 
a basis of 1-forms from H. Thus since the ideal of forms on G x H 
generated by the 1-forms 3.15(5) is a differential ideal, it follows from 
2.34(b) that q> = 11'· 

LIE SUBGROUPS 

3.17 Definitions (H, tp) is a Lie subgroup of the Lie group G if 

(a) His a Lie group; 

(b) (H,tp) is a submanifold of G; 

(c) tp: H- G is a group homomorphism. 
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(H,cp) is called a closed subgroup of G if, in addition, cp(H) is a closed subset 
of G. 

Let g be a Lie algebra. A subspace l) c g is a subalgebra if [X, Y] E l) 
whenever X, Y E 1). A subalgebra l) s; g clearly forms a Lie algebra under 
the bracket induced from g. 

Let (H,rp) be a Lie subgroup of G, and let l) and g be their respective 
Lie algebras. Then drp gives an isomorphism of l) with the subalgebra 
drp(l)) of g. 

Various theorems assert the existence of unique subgroups satisfying 
certain conditions, and as in the case of submanifolds (1.33 is pertinent), 
uniqueness needs a little explanation in view of our definition of subgroup. 
We will consider two subgroups (H,cp) and (H1,cp1) of G equivalent if 
there exists a Lie group isomorphism ~: H-+ H 1 such that rp1 o ~ = rp. 
This is an equivalence relation on the Lie subgroups of G, and uniqueness 
for Lie subgroups means uniqueness up to this equivalence. As in the case 
of submanifolds (see 1.33), each equivalence class of Lie subgroups of G 
has a unique representative of the form (A,i), where A is a subset of G which 
is an abstract subgroup of G and which has a manifold structure (not 
necessarily with the relative topology) making A into a Lie group such that 
the inclusion i: A-+ G yields a submanifold and hence a Lie subgroup of G. 
When we wish to consider a subgroup of Gin this latter form (i.e. as an actual 
subset of G) we usually drop any reference to a mapping and speak simply 
of the Lie subgroup A of G, the inclusion map being understood. Also, 
we usually identify the Lie algebra a of A with di(a) and simply speak of 
the Lie algebra of A as a subalgebra of the Lie algebra of G. In particular, 
we identify a left invariant vector field X on A with the left invariant vector 
field di(X) on G with which it is inclusion-related. 

We are now going to prove one of the fundamental theorems of Lie 
group theory, which asserts that there is a 1 : 1 correspondence between con
nected Lie subgroups of a Lie group and subalgebras of its Lie algebra. 
But first, we will need the following proposition. 

3.18 Proposition Let G be a connected Lie group, and let U be a 
neighborhood of e. Then 

<1) 

G= U un (1) 
n=1 

where un consists of all n-fold products of elements of U. (We say that U 
generates G.) 

PROOF Let V be an open subset of U containing e such that V = V-1 

(where V-1 = {a-1 : a E V}). For example, V = U n u-1 will do. Let 

<1) <1) 

(2) H = U vn c U un. 
n=l n=l 
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Then H is an abstract subgroup of G and is an open subset of G since 
a E H implies aV c H. Thus each coset mod His open in G. Now, H 
is the complement in G of the union of all the cosets mod H different 
from H itself. Therefore H is also a closed subset of G. Since G is 
connected, and His also non-empty, H must be all of G. This together 
with (2) implies (1 ). 

3.19 Theorem Let G be a Lie group with Lie algebra g, and let~ c g 
be a subalgebra. Then there is a unique connected Lie subgroup (H,rp) of G 
such that drp(l)) = ~-

PROOF We define a distribution §I) on G by setting 

(1) §I)( a) = {X( a): X E b} 
for each a E G. Let dim G =d. Then §I) is of dimension d. §I) is 

smooth since §I) is globally spanned by a basis X1 , ••• , Xd for~- More
over, §I) is involutive, since if X and Yare vector fields lying in §I), then 
there are coo functions {a;} and {b;} on G such that X=! a;X; and 
Y = ! b;X;, and thus 

d 

(2) [X,Y] = ! {a;b;[X;,X;] + aiXi(b;)X;- b;X;(ai)X;}, 
i.;=1 

which again is a vector field in §I) since ~ is a subalgebra of g. 
Let (H,rp) be a maximal connected integral manifold of §I) through 

e (see 1.64). Let a E rp(H). Since §I) is invariant under left translations, 
(H, 1"-1 o rp) is also an integral manifold of §I) through e. Thus by the 
maximality, /"-1 o rp(H) c rp(H). Therefore if a E rp(H) and 7" E rp(H), 
then also a-17" E rp(H). It follows that rp(H) is an abstract subgroup of 
G. Thus we can induce a group structure on H so that rp: H--+ G is a 
homomorphism of abstract groups. It remains only to check that H 
is a Lie group, that is, the map oc: H x H--+ H where oc(a,T) = aT-1 
is C00 • Now, the map {3: H x H--+ G sending (a,T) 1--+ rp(a)rp(T)-1 is 
cw, and we have the following commutative diagram: 

(3) HxH~f. 
H 

Since (H,rp) is an integral manifold of an involutive distribution on G, 
it follows from 1.62 that otis coo. Thus (H,rp) is a Lie subgroup of G; 
and if l) is the Lie algebra of H, clearly drp(l)) = b. 
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For uniqueness, let (K,1p) be another connected Lie subgroup of G 
with d1p(f) = ~. Then (K,1p) must also be an integral manifold of !$ 
through e. By the maximality of (H,cp), 1p(K) c cp(H), and there is 
uniquely determined a map 'YJ such that cp o 'YJ = 1p: 

K 1J1 ~G 

(4) ',,~',,, I· 
"'H 

'YJ is smooth by 1.62, and consequently is an injective Lie group homo
morphism. Moreover, 'YJ is everywhere non-singular; in particular, 'YJ 

is a diffeomorphism on a neighborhood of the identity, and therefore is 
surjective by 3.18. Thus 'YJ is a Lie group isomorphism, and the sub
groups (K,1p) and (H,cp) are equivalent. This proves uniqueness. 

Corollary (a) There is a 1 : 1 correspondence between connected Lie 
subgroups of a Lie group and subalgebras of its Lie algebra. 

Corollary (b) Let (H,cp) be a Lie subgroup of G. Then if i1 is a component 
of H, (H, cp I H) is a maximal connected integral manifold of the involutive 
distribution on G determined by the subalgebra dcp(l)) of g. 

We can restate the content of part of the proof of Theorem 3.19 in terms 
of differential ideals on Gas follows (cf. Exercise 6): 

Corollary (c) Suppose that the ideal .f generated by a collection 
{w1 , ••• , we-a} of independent left invariant 1-forms on a Lie group Gc is a 
differential ideal. Then the maximal connected integral manifold I" of .f 
through e E G is a Lie subgroup of G. 

The following theorem should be compared with the situation for 
submanifolds (see 1.33). 

3.20 Theorem If an abstract subgroup A of a Lie group G has a manifold 
structure (that is, a second countable locally Euclidean topology together with 
a differentiable structure) which makes (A,i) into a submanifold of G, where i 
is the inclusion map, then it has a unique such manifold structure, and in this 
manifold structure, A is a Lie group, and hence (A,i) is a Lie subgroup of G. 

PROOF We show first that in any such manifold structure, A is a Lie 
group. Let !$ be the distribution on G determined by left translations 
of the tangent space to A at the identity. We claim that (A,i) is an 
integral manifold of!$ through the identity e E G. 
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We caution that this is not evident and that its proof requires a little 
care. The problem is that if y(t) is a smooth curve in A, and if rt lies 
in A, then /, o y(t) is a smooth curve in G which lies in A but apriori 
may no longer be smooth in A. Thus it could be that there are elements 
of ~(rt) which are not tangent vectors to A. We must show that this 
cannot occur. Let dim A == k. If for some rt E A the tangent space A, 
is not contained in~( rt), then we can find k + 1 curves which are smooth 
in G, lie in A, and have independent tangent vectors at rt. Translating to 
the identity, we have curves y1(t), ... , yk+1(t) which are smooth in G, 
lie in A, pass through e at t = 0, and have independent tangent vectors 
there. Notice that this is not yet a contradiction. For example, there 
are two smooth curves in the plane IR 2 with independent tangent 
vectors at the origin and lying in the one-dimensional figure-S submani
fold (see 1.31). Now consider the map 

(5) 

This map is non-singular at the origin, thus is a diffeomorphism of a 
neighborhood of the origin in fR k+l into G, and has its image contained in 
A since the individual curves l'i lie in A, and A is a subgroup. The map 
(5) can be extended to a diffeomorphism of a neighborhood of the origin 
in fR" with a neighborhood U of the identity in G, where n =dim G. 
Composing the inverse of this diffeomorphism with the inclusion i: A
G, we obtain a Cal immersion of the open submanifold U fl A of A 
into IR" with image containing an open set in fR k+1 c IR ". This now 
contradicts the fact that A is second countable and has dimension k. 
(See Exercise 6, Chapter 1.) Thus A,= D(rt) for each rt E A and 
consequently (A,i) is an integral manifold of~. 

It follows that for any r1 e G, (A,/,) is an integral manifold of PJ 
through rt. Thus by 1.59, PJ is an involutive distribution; and now it 
follows from an argument as in 3.19(3) that the map (r1,-r)- rJT-1 

of A x A - A is Cal, which proves that A is a Lie group. Now suppose 
that we have two manifold structures on A for which (A,i) is a sub
manifold. Denote A with these manifold structures by A1 and As 
respectively. Then (A1 ,i) and (As ,i) are both integral manifolds of 
involutive distributions on G; hence 1.62 applied to the commutative 
diagram 

A·~r 
A2 

implies that the identity map id: A1 - A2 is a diffeomorphism. Thus 
there is a unique such manifold structure on A. 
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Hence if a subset of a Lie group can be made into a Lie subgroup under 
the inclusion map, it can be made so in one and only one way-the group 
structure, topology, and differentiable structure are uniquely determined. 
Consequently, it is unambiguous to assert that a subset A of a Lie group G 
is a Lie subgroup of G. This means that A is an abstract subgroup of G and 
has a manifold structure (and hence a unique one) making A into a Lie group 
and (A,i) into a Lie subgroup of G. 

We are now in a position to describe exactly in which situation a Lie 
subgroup A s; G has the relative topology. 

3.21 Theorem Let (Hd,cp) be a Lie subgroup ofGc. Then cp is an imbed
ding (that is, cp is a homeomorphism of H with cp(H) in the relative topology) 
if and only if (H,cp) is a dosed subgroup of G (that is, cp(H) is closed in G). 

PROOF Assume that cp(H) is closed in G. It suffices to prove that there 
is some non-empty open set V c H such that Cfll Vis a homeomorphism 
of V into cp(H) where cp(H) has the relative topology. For then it 
follows from the fact that cp commutes with left translations ( cp o Ia = 
lcp<al o cp) that cp is an imbedding on all of H. By 3.19, Corollary {b), 
and by 1.60, there exists a cubic-centered coordinate system (U;r) 
about e E G such that cp(H) f1 U consists of a union (at most countable) 
of slices of the form 

(l) ri = constant for all i E {d + I, ... , c}, 

including at least the slice through e. Let C be a closed subset of U 
containing e whose image under r is a cube, and let S be the slice of C 
given by 

{2) 

u 

s 
'-~ 

e <p(H} "u 

c 

Then r( cp(H) f1 S) is a non-empty, closed, countable subset of fRe-d. 
Now, any closed countable subset of Euclidean space must have an 
isolated point. Otherwise, such a set with the induced metric would be a 
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complete metric space representable as a countable union of nowhere 
dense sets, which is impossible according to the Baire category theorem 
[27]. Thus there is an isolated slice, call it S0 , among the collection of 
slices rp(H) f"'l U; and thus rp-1(S0) is an open subset of H on which rp 
gives an imbedding into rp(H). 

Conversely, suppose that rp is an imbedding. Let {ai} be a sequence 
of points in rp(H) converging to the point a E G. Since rp is an imbedding, 
there exists a cubic coordinate system (U,T) about the identity e E G 
such that rp(H) f"'l U consists of a single slice-call it S. Choose neigh
borhoods V c W c U of the identity, cubic relative to T, so that 
v-1 V c W c U. Since ai---+ a, there is anN sufficiently large so that 
an E aVforn ~ N. Therefore aN-1an E Wforn ~ N. Also aN -Ian E rp(H). 
Thus aN-1an E S f"'l W and converges to aN-1a which therefore 
must also lie inS f"'l W. Therefore aN-10' E rp(H). Hence a E rp(H), and 
thus rp(H) is closed. 

COVERINGS 

We shall assume that the reader has some familiarity with the notions of 
homotopy, fundamental group, simple connectivity, and covering space. 
In Theorem 3.23 we state three of the fundamental facts on covering spaces 
which we shall need. The proofs are sketched in Exercise 7 at the end of this 
chapter. Details of the proofs and additional facts on covering spaces may 
be found, for example, in [27] or [28]. 

3.22 Definition Before stating Theorem 3.23, we recall a few definitions 
and establish some notation. We let 7T1(X,x0) denote the fundamental group 
of the topological space X with base point x0 EX. We let 7T: (X,x0)---+ (Y,y0) 

denote a mapping of the topological space X into the topological space Y 
sending the base point x0 in X to the base point Yo in Y, and we denote the 
corresponding induced homomorphism of the fundamental groups by 
7T *: 7T1 (X,x0) ---+ 7T1 ( Y,y0). 

We shall assume connectedness in the definition of "simply connected." 
That is, we shall assume a simply connected space X to be a connected topo
logical space whose fundamental group is trivial. 

A continuous surjection 7T: X---+ Y is called a covering if X is a connected, 
locally path wise connected (each neighborhood of a point contains a path wise 
connected neighborhood of that point) topological space, and if each point 
y E Y has a neighborhood V whose inverse image under 7T is a disjoint 
union of open sets in X each homeomorphic with V under 7T. Such neighbor
hoods V in Yare called evenly covered. If 7T: X---+ Y is a covering, then Y 
is called the base of the covering, and X is called the covering space. 

A topological space Y is called semi-locally 1-connected if each point 
y E Y has a neighborhood U such that each loop based at y and lying in 
U is homotopic in Y, through loops based at y, to the constant loop. 
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3.23 Theorem 

(a) Let 1r: (X,x0)--+ (Y,y0) be a covering. Let Z be a pathwise connected 
and locally pathwise connected topological space, and let IX: (Z,z0)

(Y,y0) be a continuous map such that 1X*(1r1(Z,z0)) c 7T*(rr1(X,x0)). 
Then there exists a unique continuous map oc: (Z,z0)--+ (X,x0) such that 
7T o OC = IX. 

(b) If X is a pathwise connected, locally pathwise connected, and semi
locally !-connected topological space, then X has a simply connected 
covering space. 

(c) If 1r: X- Y is a covering and Y is simply connected, then 1'f is a homeo
morphism. 

3.24 Simply Connected Covering Group Let 1r: Sl- M be a cover
ing of a differentiable manifold M. Then M is automatically a locally 
Euclidean, second countable (cf. Exercise 8) Hausdorff space, and there is a 
unique differentiable structure on M for which the covering map 1r is coo and 
non-singular. This differentiable structure is obtained simply by requiring 
that the local homeomorphisms obtained from 1r over evenly covered open 
sets be diffeomorphisms. 

Now let G be a connected Lie group. By 3.23(b), G has a covering 
1r: (J----+ G with (J simply connected. As we have observed, (J has a unique 
differentiable structure for which 1r is coo and non-singular. We shall now 
show that a group structure can be induced in (J making (J into a Lie group 
and making 1r into a Lie group homomorphism. Consider the map 
IX: (J x (J- G such that IX( a, f) = 7T(a)7T(f)-1• Choose e E 7T-1(e). Since 
(] x (J is simply connected, it follows from 3.23(a) that a unique mapping 
oc: (J x (J--+ (J exists such that 1r o oc = IX and such that oc(e,e) = e. For a 
and f in (] we define 

(1) ;:-1 = oc(e,f), a;:= oc(a,f-1). 

It follows easily from applications of the uniqueness part of 3.23(a) that 
ae = ea = a, for the maps a ~--+ ae, a~--+ ea, and a 1-+ a of (]- (] all make 
the following diagram commute, and they all send e to e. 

, 
/ 

(J ----~G 
1T 
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Thus since G is simply connected, it follows from the uniqueness in 3.23(a) 
that these maps are all identical. Similarly, if follows that aa-1 = a-1a = e, 
and that (a.:r)ji = a(.:rji) for all a, .:r, ji E G. Thus (1) makes G into an 
abstract group; and since ~ is smooth, G is a Lie group. Also, (1) implies 
that 77(7'-1) = 77(7')-1 and that 1T(a.:r) = 1T(i1)1T(T); hence ?T: G ~ G is a Lie 
group homomorphism. Thus we have proved the following. 

3.25 Theorem Each connected Lie group has a simply connected covering 
space which is itself a Lie group such that the covering map is a Lie group 
homomorphism. 

3.26 Proposition Let G and H be connected Lie groups, and let 
q>: G ~ H be a homomorphism. Then q> is a covering map if and only if 
dq>: Ge ~H. is an isomorphism. 

PROOF Suppose :first that q> is a covering. Then dq> I Ge must be injec
tive. Otherwise, since q> is a homomorphism, dq> would have a non
trivial kernel at each point of G, and these kernels would form an 
involutive distribution on G, whose integral manifolds are collapsed 
to points under q>. Thus q> would nowhere be locally one-to-one, 
contradicting the covering property. dq> I G. must also be surjective, 
for otherwise (G,q>) would locally be a proper submanifold of H, again 
contradicting the local homeomorphism property of a covering. Thus 
dq>: G.~ H. is an isomorphism. 

Conversely, suppose that dq>: G.~ H. is an isomorphism. Then q> 
is everywhere a local diffeomorphism. Thus, by 3.18, q> maps G 
onto H since q> is a homomorphism and since q>(G) contains a neighbor
hood of the identity in the connected Lie group H. G certainly is 
pathwise and locally pathwise connected, so to prove that q> is a covering 
map, it only remains to show that each point of H is contained in an 
evenly covered neighborhood. Let 

(1) D = ker q> = q>-1(e). 

Then since q> is a local diffeomorphism, D is a discrete normal subgroup 
of G, where "discrete" means that if a ED, then there is an open set V 
in G such that V (') D = a. Since (a,r) ~ a-1r is a continuous (in fact 
coo) map of G x G ~ G, there exists a neighborhood V of e in G such 
that 

(2) (V-1V) (') D =e. 

We claim that cp(V) is a neighborhood of e in H, evenly covered by q>. 
First, q> I Vis 1: I, since if a, rEV and q>(a) = cp(r), then cp(a-lr) = e, 
whence a-1r = e by (2), and thus a = r. Moreover, dq> is an iso
morphism at each point of G. Thus q> I Vis a diffeomorphism of V 
with the open neighborhood cp(V) of e in H. Now, we claim that 

(3) q>-1( q>(V)) = U VO. 
BeD 
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The inclusion :::::> is obvious. To prove c, suppose that ({1(0") E ({I(V). Then 
there exists r E Vsuch that tp(r) = tp(a). Hence r-1o- ED and 0" E Vr-10", 

proving (3). Finally, V01 n Ve 2 = 0 if e1 =F e2 E D, for if 0" E Ve1 n Ve2 
then 0" = rel = r;e2 for some r, r; E v. Then 1"-l'Y/ ED and r-1 rJ E v-l V; 
thus, by (2), r = rJ, which implies that e1 = e2 • Thus tp(V) is an evenly 
covered neighborhood of e E H. It follows that tp(aV) is an open 
neighborhood of tp( o-) in H, evenly covered by the disjoint union of the 
open sets ave for e ED. Thus 'Pis a covering. 

SIMPLY CONNECTED LIE GROUPS 

3.27 Theorem Let G and H be Lie groups with Lie algebras g and l) 
respectively and with G simply connected. Let "P: g -+ l) be a homomorphism. 
Then there exists a unique homomorphism tp: G-+ H such that dtp = "P· 

PROOF Uniqueness was proved in 3.16. 
Let {w;} be a basis of the left invariant 1-forms on H, and let "P* be 

the transpose of 1p (see 3.15(7)). Then according to 3.15, the 1-forms 

(1) {D7T1(VJ*(w;))- D7T2(w;)} 

on G x H (where 7T1 and 7T2 are the canonical projections of G x H 
onto G and H respectively) are left invariant, and the ideal ./ which 
they generate is a differential ideal. Thus by 3.19, Corollary (c), the 
maximal connected integral manifold I of./ through (e,e) E G X His a 
Lie subgroup of G x H with dimension equal to the dimension of G. 
Now, we know from 2.33 that ( 7T1 j I): I_,. G is non-singular, and there
fore by 3.26 is a covering homomorphism. G was assumed to be 
simply connected; hence by 3.23(c) and the inverse function theorem, 
7T1 I I: I-+ G is an isomorphism. We define tp: G-+ H by setting 

(2) ({I = 7T2 0 (7Tl I I)-1. 

Then 'Pis a Lie group homomorphism, and according to 2.33(6), 

btp(w;) = VJ*(w;). 

Thus d({l = VJ, and the theorem is proved. 

Corollary If simply connected Lie groups G and H have isomorphic Lie 
algebras, then G and Hare isomorphic. 

There is a theorem [12, p. 199] due to Ado, which we will not prove, that 
every Lie algebra has a faithful (1: 1) representation in gl(n,IR) for some n. 
As a consequence, if g is a Lie algebra, then there is a Lie group, in particular 
a simply connected one, with Lie algebra g. In view of this we have: 

3.28 Theorem There is a one-to-one correspondence between isomorphism 
classes of Lie algebras and isomorphism classes of simply connected Lie groups. 
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EXPONENTIAL MAP 

3.29 Definition A homomorphism ~: IR ~ G is called a !-parameter 
subgroup of G. 

3.30 Definition Let G be a Lie group, and let g be its Lie algebra. 
Let X E g. Then 

(1) 
d A.-,._.. A.X 
dr 

is a homomorphism of the Lie algebra of IR into g. Since the real line is 
simply connected, there exists, by 3.27, a unique !-parameter subgroup 

(2) expx: 1R ~ G 

such that 

(3) 

In other words, t H- expx (t) is the unique !-parameter subgroup of G whose 
tangent vector at 0 is X(e). We define the exponential map 

(4) exp: g~ G 

by setting 

(5) exp(X) = expx(l). 

The reason for this terminology will become apparent in 3.35(13), where we 
show that the exponential map for the general linear group is actually.given 
by exponentiation of matrices. 

0~ 

.------
e 
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3.31 Theorem Let X belong to the Lie algebra 9 of the Lie group G. Then 

(a) exp(tX) = expx(t) for each t E IR. 

(b) exp(t1 + t2)X = (exp t1X)(exp t2X) for all 11 , t2 E IR. 

(c) exp( -tX) = (exp tX)-1 for each t E IR. 

(d) exp: 9---+ G is C"' and d exp: 9o---+ G6 is the identity map (with the usual 
identifications), so exp gives a diffeomorphism of a neighborhood of 0 
in g onto a neighborhood of e in G. 

(e) 1,. o expx is the unique integral curve of X which takes the value a at 0. 
As a particular consequence, left invariant vector fields are always 
complete. 

(f) The !-parameter group of diffeomorphisms Xt associated with the left 
invariant vector field X is given by 

PROOF By 3.14, (d/dr) and d expx(dfdr), which is X, are expx 
related. Thus expx is an integral curve of X and is the unique one for 
which exp x(O) = e. Since X is left invariant, 1,. o exp xis also an integral 
curve of X and is the unique one taking the value a at 0. Thus part (e) 
is proved; and (f) is an immediate consequence of (e). Now define 
maps (jl and "P of IR into G by setting 

(1) tp(t) = exp,x(t) and (jl(t) = expx(st) 

where s E 1R. We have observed that tp is the unique integral curve 
of sX such that tp(O) = e. Now, 

drp (.E._ I ) = d exp x (s .!!_ I ) = sXIexpxCstl. 
dr t dr st 

Thus rp also is an integral curve of sX such that (jl(O) = e. By the unique
ness (1.48(c)) of integral curves, (jl = tp. Thus 

(2) exp.x(t) = expx(st) (s, t E 1R; X E g). 

Setting t = 1 and changing s to t, we obtain part (a). Since expx is a 
homomorphism of IR into G, parts (b) and (c) follow immediately 
from (a). For part (d), we define a vector field Von G x g by setting 

V(a,X) = {X(a),O) E G,. EB 9x· 

Then Vis a smooth vector field, and according to part (e), the integral 
curve of V through (a ,X) is 

t 1--+ (a exp tX, X), 

or in other words, the local !-parameter group of transformations 
associated with the vector field V is given by 

Vt(a,X) = (a exp tX, X). 
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In particular, V is complete; hence V1 is defined and smooth on all of 
G x g. Now let 7T: G x n be the projection onto G. Then 

exp X= 7T o V1(e,X). 

Thus we have exhibited exp as the composition of C"" mappings, so 
exp is coo. That d exp: g0 --+ G e is the identity map is immediate, for 
tX is a curve in g whose tangent vector at t = 0 is X, and by part (a), 
exp tX is a curve in G whose tangent vector at t = 0 is X(e). 

3.32 Theorem Let rp: H--+ G be a homomorphism, Then the following 
diagram is commutative: 

(1) 

cp 
H-----~G 

PROOF Let X E f). Then t H rp(exp tX) is a smooth curve in G whose 
tangent at 0 is drp(X(e)). This is also a 1-parameter subgroup of G 
since rp is a homomorphism. But t H exp t(drp(X)) is the unique 
1-parameter subgroup of G whose tangent at 0 is (drp(X))(e). Thus 

(2) rp(exp tX) = exp t(drp(X)), 

whence 

(3) rp(exp X)= exp(drp(X)). 

3.33 Proposition Let (H,rp) be a Lie subgroup of G, and let X E g. 
If X E drp(f)), then exp tX E rp(H) for all t. Conversely, if exp tX E rp(H) for 
t in some open interval, then X E drp(f)). 

PROOF If X E drp(l)), then exp tX E rp(H) for all t, according to 3.32. 
On the other hand, if exp tX E rp(H) for t in some interval /, then for 
t E /, the map t H exp tX can be expressed as a composition rp o <X where 
<X, according to 1.62, is a smooth map of I into H. Let t0 E /, and let 
2 be the left invariant vector field on H determined by oc(/0). Then 
drp(2) =X. 

3.34 Theorem Let A be an abstract subgroup of a Lie group G, and let a 
be a subspace of g. Let U be a neighborhood ofO in g diffeomorphic under the 
exponential map with a neighborhood V of the identity in G. Suppose that 

(1) exp(U n a) = A n V. 

Then A with the relative topology is a Lie subgroup of G, a is a subalgebra of 
g, and a is the Lie algebra of A. 
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PROOF We need only show that in the relative topology, the subgroup 
A has a differentiable structure such that (A,i) is a submanifold of G, 
where i is the inclusion map. For then, according to 3.20, with this 
manifold structure (and no other) A is a Lie subgroup of G, and it 
follows from 3.33 that the Lie algebra of A is a. Let 

cp = exp I Una: Una ~ A n v. 
Then the desired differentiable structure on A is the maximal collection 
of smoothly overlapping coordinate systems containing the collection 

{(A n aV, cp-1 o /"_t): a E A}. 

3.35 Example We shall see that the exponential map 

(1) exp: gl(n,C) ~ Gl(n,C) 

for the complex general linear group is given by exponentiation of matrices. 
We shall now let I rather than e denote the identity matrix in Gl(n,C). Let 

A2 Ai 
eA=l+A+-+···+-+··· 

2! j! 
(2) 

for A E gl(n,C). To see that this makes sense, that is, to see that the right
hand side of (2) converges, observe that in fact the right-hand side of (2) 
converges uniformly for A in a bounded region of gl(n,C). For given a 
bounded region 0 of gl(n,C), there is a p. > 0 such that for any matrix A 
in this region, lx;k(A)l ~ p. for each component x;t<A) of the matrix A. 
It follows easily by induction that lxik(A')l ~ n1H 1p.i. Thus, by the Weier
strass M-test, each of the series 

(3) I x,k~Ai) 
i=O } ! 

(1 ~ i ~ n; 1 ~ k ~ n) 

converges uniformly for A in 0. Thus the right-hand side of (2) converges 
uniformly for A in 0. 

Now let S1(A) be the jth partial sum of the series (2), that is, 

A2 Ai 
(4) S1(A) = I + A + -2 , + .. · + -:-j, . ]. 

~nd let BE gl(n,<C). Then since C ~--+ BC is a continuous map of gl(n,<C) 
into itself, it follows that 

(5) B(~imS1(A)) =~im(BS1(A)). 
J-+c:t:) 3-+00 

In particular, if BE G/(n,<C), then B(lim S1(A))B-1 =lim BS1(A)B-1, from 
which it follows that ;---oo ;-+oo 

(6) 
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There exists aBE G/(n,e) such that BAB-1 is super-triangular; that is, 
all entries below the diagonal are zero. (Simply take B to be the inverse of 
the matrix whose columns v1 , ••• , vn are determined as follows: Let I 
be the linear transformation of en whose matrix with respect to the canonical 
basis is A, let v1 be an eigenvector of/, and inductively let vi+1 be an eigen
vector of 'IT; 0 II W; where wi is any complement of the subspace vi of en 
spanned by vl' ... 'V; and where 7Ti is projection of en= vi EB wi onto W; .) 
If the diagonal entries of BAB-1 are ).1 , ••• , ).n, then eBAB-1 is also super
triangular, with diagonal entries e·\ ... , eJ.". In particular, det eBAB-1 ~ 0, 
so it follows from (6) that 

(7) eA E G!(n,e) for each A E gi(n,e). 

Since the trace of a matrix is the sum of its eigenvalues, and the determinant 
is the product of its eigenvalues, we have also shown that 

(8) 

Next we shall prove that 

(9) 

By definition, eA+B = li:m SiA + B). It follows from the fact that matrix 
j-+ct:> 

multiplication gives a continuous map of gi(n,e) x gi(n,e) into gi(n,e) 

that eAeB = lim SiA) · SiB). So to prove (9), it suffices to show that 
j-+ct:> 

(10) 

Now, 

(11) 

lim {Si(A)S1(B)- Si(A +B)}= 0. 
i-+oo 

B1Ak 
Si(A)Si(B) - Si(A + B) = I-

l!k! 

where the sum is over all integers I and k for which 1 ~ I ~ j, 1 ~ k ~ j, 
and j + 1 ~ I + k ~ 2j. If p. > 1 is an upper bound for the absolute value 
of each of the entries of A and B, then it follows that each entry of the right
hand side of (11) is bounded in absolute value by 

(12) 
n<l+k-l)f.'(l+kl (nf.')s;(l) 

I l!kt ~ U/21! 

where (j/2] is the greatest integer less than or equal to j/2. The estimate on 
the right-hand side of (12) goes to zero as}_. oo, which proves (10) and hence 
proves (9). 

Consider the map 1 1--+ etA of IR into Gl(n,e). It is smooth since the real 
and imaginary components of each entry of etA are power series in 1 with 
infinite radii of convergence. Its tangent vector at 0 is A (simply differentiate 
the power series term by term), and this map is a homomorphism by (9). 
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Thus tHetA is the unique !-parameter subgroup of Gl(n,C) whose tangent 
vector at 0 is A. So the exponential map (1) for Gl(n,C) is given by exponen
tiation of matrices : 

(13) exp(A) = eA (A E gl(n,C)). 

If A E gl{n,rR), then eA E Gl(n,rR), and A-. eA is the exponential map for the 
real general linear group. Similarly, the exponential map 

(14) exp: End{V) -. Aut(V), 

where V is a real or complex vector space, is given by exponentiation of 
endomorphisms. If IE End(V), then 

12 l i 
(15) exp(l) = e' = 1 + l +- + · · · +- + · · · 

2! j! 

where li means "/composed with itself j times," and where 1 is the identity 
transformation. 

3.36 Remarks If q~: G-. Aut(V) is a representation, and X E g, then 
it follows from 3.35(15) and 3.32 that 

(1) q~(expX) = 1 + dq~(X) + (dq~(X))2 + · · ·, 
2! 

and it follows from 3.32 and 3.9(2) that 

(2) dq~(X) =lim q~(exp tX)- 1 =!!_I (q~(exp tX)). 
t-+0 t dt t=O 

3.37 Subgroups of Gl(n,C) Using 3.34 and 3.35, we shall now obtain 
some of the classical Lie subgroups of Gl(n, C) by exponentiating subalgebras 
of gl(n,C). We already have one example, namely, G/(n,rR) is a closed Lie 
subgroup of G/(n,C) with Lie algebra gl(n,rR) c gl(n,C). Let A E gl(n,C). 
Then the transpose of A is the matrix At such that (At);;= A;;; and the 
complex conjugate of A is the matrix A whose ijth entry (A);; is the complex 

conjugate A;; of A;;· And n, of course, is an integer ~ 1. 

{a) Unitary group 

(b) Special linear group 

(c) Complex orthogonal group 

U(n) ={A E G/(n,C): A-1 =At}. 
Sl(n,C) ={A E Gl(n,C): det A = 1}. 

O(n,C) ={A E G/(n,C): A-1 =At}. 

Each of these is an abstract subgroup and a closed subset of G/(n,C). 
We shall use 3.34 to show that they are Lie subgroups. Their Lie algebras 
will be 

(a') Skew-hermitian matrices 

(b') Matrices of trace 0 

(c') Skew-symmetric matrices 

u(n) ={A E gl(n,C): A+ At= 0}. 

sl(n,C) ={A E gl(n,C): trace A = 0}. 

o(n,C) ={A E gl(n,C): A+ A1 = 0}. 
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Each of these examples is a subalgebra of gl(n,C). To apply 3.34, let 
Ube a neighborhood of 0 in gl(n,C), diffeomorphic under the exponential 
map with a neighborhood V of the identity in Gl(n,C). We can assume, in 
addition, that if A E U, then A, A 1, and -A belong to U, and !trace AI < 21r. 
For let W be a neighborhood of 0 in gl(n,C) that is small enough for 
the exponential map to be a diffeomorphism and also small enough for 
the trace condition to be satisfied, and then let U = W n W n W 1 n (- W). 
We shall also assume that exp(U n gl(n,IR)) = Gl(n,IR) n V. 

If A E U n u(n), then (eA)t = eA' = e-A; hence (eA)IeA = e-·1e--4 = 
e0 = /, which implies that eA E U(n) n V. Conversely, suppose that 
A E U and that eA E U(n) n V. Then rA = (eA)-1 = (eA)t = eA', which 
implies that -A = A1 since -A and A1 also belong to U and since the 
exponential map is 1:1 on U. Thus A E U n u(n). It follows from 3.34 
that U(n) is a closed Lie subgroup of Gl(n,C) with Lie algebra u(n). A 
similar argument shows that O(n,C) is a closed Lie subgroup of Gl(n,C) 
with Lie algebra o(n,C). 

If A E sl(n,C), then by 3.35(8), det eA = I; hence eA E Sl(n,C). Con
versely, if det eA = 1, then according to 3.35(8), trace A = (21Ti)j for some 
integer j. If in addition A E U, then trace A = 0. Thus 3.34 implies that 
Sl(n,fC) is a closed Lie subgroup of Gl(n,C) with Lie algebra sl(n,C). 

It follows immediately from 3.34 and from considerations as given above 
that the special unitary group SU(n), which is by definition U(n) n Sl(n,C), 
is a closed Lie subgroup of G/(n,C) with Lie algebra su(n) the subalgebra 
of gi(n,C) consisting of skew-hermitian matrices of trace 0; the real special 
linear group Sf(n,IR), which is by definition Sl(n,C) n Gl(n,IR), is a closed 
Lie subgroup of Gl(n,IR) with Lie algebra sl(n,IR) the real matrices of trace 
0; the orthogonal group O(n), which is by definition U(n) n Gl(n,IR), is 
a closed Lie subgroup of G/(n,IR) with Lie algebra o(n) the real skew
symmetric matrices; and the special orthogonal group SO(n), which is by 
definition O(n) n Sl(n,rR), is a closed Lie subgroup of Gl(n,IR) also with 
Lie algebra o(n) the real skew-symmetric matrices. 

Each of these examples is a closed subgroup of either Gl(n,IR) or Gl(n,C), 
and it follows from either 3.34 or 3.21 that in each case the Lie topology is 
the relative topology. 

The unitary group is compact since not only is it closed, but also it is 
bounded in Gl(n,C), for A1A =I implies that L IA;il2 = 1 for each i, which 

i 
implies that IAiil 2 :::;;; 1. It follows that SU(n), O(n), and SO(n) are also 
compact. 

The dimensions of these Lie groups are easily computed from their 
Lie algebras. U(n) has dimension n2 ; Sl(n,C) has dimension 2n2 - 2; 
O(n,C) has dimension n(n- I); SU(n) has dimension n2 - 1; S/(n,IR) 
has dimension n2 - 1; O(n) and SO(n) both have dimension n(n - 1)/2. 
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CONTINUOUS HOMOMORPHISMS 

3.38 Theorem Let rp: 1R ---+- G be a continuous homomorphism· of the 
real line IR into the Lie group G. Then rp is coo. 

PROOF It suffices to prove that rp is coo on a neighborhood of 0, for 
then it follows from composition with suitable left translations that 
rp is C'" everywhere. Let V be a neighborhood of e E G diffeomorphic 
with a neighborhood U of 0 E g under the exponential map. We can 
assume that U is starlike, that is, tX E U for 0 ~ t ~ 1 whenever 
XE U, and we let 

U' = {X/2: X E U}. 

Choose 10 > 0 small enough so that rp(t) E exp(U') for It I ~ 10 • Let 
n be a positive integer. Then there are uniquely determined elements 
X and Y of U' such that exp X= rp(t0/n) and exp Y = rp(t0). We 
claim that nX = Y. Since 

exp(nX) = rp(t0) = exp(Y), 

and since exp is injective on U', we need only show that nX E U'. Now, 
XE U', so let 1 ~j < n, and assume thatjXE U'. We will prove that 
(j + l)XE U'. Now, (j + l)XE U, and exp{(j + l)X) = rp((j + 1)10/n) 
which by assumption belongs to exp(U'). Since exp is injective on U, 
it follows that (j + 1 )X E U'. Hence nX E U' and nX = Y, as claimed. 
Now, let m be an integer with 0 < lml ~ n. If m is positive, then 
rp(mt0/n) = rp(t0/n)m = exp( Y/n)m = exp(m Yfn). If m is negative, then 
also rp(mt0/n) = rp((-m)t0/n)-1 = exp{(-m)Y/n)-1 = exp(mYfn). It 
follows by continuity that rp(t) = exp(tY/t0) for It I ~ t0 • Thus rp is coo. 

3.39 Theorem Let rp: H---+- G be a continuous homomorphism of Lie 
groups. Then rp is coo. 

PROOF Let H be of dimension d, and let X1 , ••• , X4 be a basis of {). 
The map Ot: IR 4 ---+- H defined by 

(1) Ot(t1 , .•. , ta) = (exp t1X1) • • • (exp taXa) 

is coo, and is non-singular at 0 E fRd by 3.3l(d); so there is a neighbor
hood V of 0 E IRa diffeomorphic under Ot with a neighborhood U of e 
in H. Now, t H rp( exp tX;) is a continuous homomorphism of IR into 
G, and so is coo by 3.38. Thus rp o Otis coo, and therefore rp I U, which 
can be expressed as ( rp o Ot) o Ot-1 I U, is coo. Since rp I aU = 
/~<al o rp o 1,-1 I aU, rp is coo on all of H. 

3.40 Definition A topological group G is an abstract group G which 
has a topology such that the map (a;r) H aT-1 of G x G---+- G is continuous. 



110 Lie Groups 

3.41 Corollary to Theorem 3.39 A second countable locally Euclidean 
topological group can have at most one differentiable structure making it into 
a Lie group. 

PROOF The identity map would give a diffeomorphism of an}' two such 
differentiable structures. 

One of the outstanding problems in the theory of Lie groups was that of 
deciding whether every connected locally Euclidean topological group has 
a differentiable structure which makes it into a Lie group. The problem was 
posed by Hilbert in his famous address to the International Congress of 
Mathematics in 1900, and was solved with an affirmative answer by Gleason 
together with Montgomery and Zippen in 1952; see [20]. 

We have dealt exclusively with the coo structure on Lie groups. It can 
be shown [23) that the coo structure on a Lie group contains an analytic 
structure, that is, a collection of coordinate systems which overlap analytically 
(the compositions cp~ o cp/l-1 of coordinate maps being locally represented 
by convergent power series). In this context, the analog of 3.39 would state 
that every continuous homomorphism of Lie groups is analytic, from which 
it follows that the coo structure on a Lie group contains a unique analytic 
structure. 

CLOSED SUBGROUPS 

3.42 Theorem Let G be a Lie group, and let A be a closed abstract 
subgroup of G. Then A has a unique manifold structure which makes A into 
a Lie subgroup of G. 

According to 3.21, the topology in this manifold structure on A must be 
the relative topology. 

PROOF Uniqueness has been proved in 3.20. Let 

(1) a = {X E g: exp tX E A for all t E IR}. 

The idea of the proof is to show that a is a subspace of g, and to apply 
3.34. It is clear from the definition (1) that if X E a, then also tX E a for 
any t E IR. Now, let X, YEa. Suppose that 

(2) ( t t )n lim exp- X exp- Y = exp(t(X + Y)). 
n->oo n n 

Since A is closed, the left-hand side of (2) belongs to A. Thus (2) 
implies that (X + Y) E a. Assuming {2) for the moment, we have proved 
that a is a subspace of g and shall use this to complete the proof of the 
theorem. We shall return to the proof of (2) in a separate lemma. 
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The theorem will follow from 3.34 once we have shown that there 
exists a neighborhood U of 0 in g, diffeomorphic under the exponential 
map with a neighborhood V of e in G such that 

(3) exp(U n a) = V n A. 

Suppose, on the contrary, that no such U exists. Then there is a 
neighborhood W of 0 in a and a sequence {O'k} c A such that O'k ~ e 
in G and 

(4) 

Let b be any complementary subspace to a in g. It follows from 3.3l(d) 
that the map oc: a x b ~ G defined by oc(X, Y) = exp X exp Y is C' 
and non-singular at (0,0). Thus there are neighborhoods Wa c W of 
0 in a and Wb of 0 in b such that oc! Wa x Wb is a diffeomorphism of 
Wa x Wb with a neighborhood f7 of e in G. If we can choose Wb 
small enough that 

(5) A n exp( Wb - {0}) = 0 , 

then we can reach a contradiction as follows. For k large enough, 
O'k E V, and thus O'k = exp xk exp yk for xk E wa and yk E wb' where 
Yk =;!: 0 by (4). But O'k E A, as also exp Xk E A; so exp Yk E A, contra
dicting (5). 

Finafly, we show that Wb can be chosen satisfying (5). Again we 
argue by contradiction. Suppose that there is a sequence { Y;} c Wb 
such that Y; =;!: 0, Y; ~ 0, and exp Y; EA. Then there is a subsequence 
{ Y;} and a sequence {t;} of positive real numbers with t; ~ 0 such that 
the sequence { Y;/t;} converges to some Y =;!: 0 in Wb (choose a norm 
on b whose unit sphere lies in Wb, and let t; be the norm of Y;). For 
t > 0, let n;(t) be the largest integer less than or equal to (t/t;). Then 

so lim t;n;(t) = t. Thus 

exp tY = exp(lim n;(t)Y;) = ~im (exp Y;Y';(t), 
J-+oo J-+oo 

which belongs to A. Since exp(- t Y) = ( exp t Y)-1 , then exp t Y E A 
for all real numbers t, which implies that Y E a. This contradicts the 
fact that y is a non-zero element of wb. 

To complete the proof we need the following lemma, which clearly 
implies (2). 
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Lemma Let G be a Lie group with Lie algebra g. If X, Y E IJ, then for t 
sufficiently small, 

(6) exp tX exp t Y = exp{t(X + Y) + 0(12)}, 

where O(t2) denotes a g-valued coo function of t such that (lft 2)0(t2) is 
bounded at t = 0. 

PROOF Fort small enough, there is a coo curve Z(t) in g such that 

(7) exp tX exp t Y = exp Z(t). 

Since the tangent vector to the curve 

t ~--+ exp tXexp tY 

at t = 0 is X(e) + Y(e) (see Exercise 11), it follows that the tangent 
vector to Z(t) at t = 0 is X+ Y, so the Taylor expansion with integral 
remainder of Z(t) about t = 0 has the form 

(8) Z(t) = t(X + Y) + O(t2), 

where O(t 2) is a coo g-valued function of t such that (l/t 2)0(t2) is 
bounded at t = 0. From (7) and (8) we obtain (6). 

3.43 Theorem Let 'P: G ~ K be a homomorphzsm of Lie groups. If 
A = ker 'P and a = ker dtp, then A is a closed Lie subgroup of G with Lie 
algebra a. 

PROOF A is a closed abstract subgroup of G, hence, by 3.42, is a Lie 
subgroup of G. If X E g, then according to 3.33 (with H = A and cp 
the inclusion map), X belongs to the Lie algebra of A if and only if 
exp tX E A for all t E IR, and this occurs if and only iftp(exp tX) = e 
for all t E IR. By 3.32, this latter condition is equivalent to having 
exp t dtp(X) = e for all t E .IR, and this occurs if and only if dtp(X) = 0, 
that is, if and only if X E a. 

THE ADJOINT REPRESENTATION 

3.44 Definitions Let M be a manifold, and let G be a Lie group. A 
coo map p.: G x M ~ M such that 

(1) p.(a-r,m) = p.(a,p.(-r,m)), p.(e,m) = m 

for all a, -rEG and mE M is called an action of G on M on the left. If 
p.: G X M ~ M is an action of G on M on the left, then for a fixed a E G 
the map m H p.( a,m) is a diffeomorphism of M which we shall denote by p" . 
Similarly, a coo map p.: M x G ~ M such that 

(2) p.(m,ar) = p.(p.(m,a),r ), p.(m,e) = m 

for all a, rEG and mE Miscalled an action ofG on M on the right. 
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3.45 Theorem Let ll: G X M ---+ M be an action of G on M on the 
left. Assume that m0 EM is a fixed point, that is, f1-0 (m0) = m0 for each 
e1 E G. Then the map 

(1) 

defined by 

(2) 

1p: G ---+ Aut( M mo) 

is a representation of G. 

PROOF 1p is a homomorphism for 

It remains only to prove that 1p is C'''. For this, it suffices to prove that 
1p composed with an arbitrary coordinate function on Aut(M "'•) is C'Xl. 
Now, one gets a coordinate system on Aut(M "'•) by choosing a basis 
for M "'• and then by using this basis to identify Aut(M "'•) with non
singular matrices. One gets the matrix associated with an element of 
Aut(M 7110) by applying this element to the basis of M "'• and then applying 
the dual basis. So it suffices to prove that if Vo E M mo and if oc EM,~.' 
then 

(4) 

is a C"' function on G. For (4), it suffices to prove that 

(5) 

is a C"' map of G into M '"•, or equivalently that (5) is a C'" map of G 
into T(M). But (5) is exactly the composition of C"' maps 

G---+ T(G) x T(M)---+ T(G x M)---+ T(M) 

in which the first map sends a 1---+ ( (a ,O),(m0,v0) ), the second map is the 
canonical diffeomorphism of T(G) x T(M) with T(G x M), and the 
third map is dp. Thus 1p is c~. 

3.46 The Adjoint Representation A Lie group G acts on itself on 
the left by inner automorphisms: 

(1) a: G x G -~ G, 

The identity is a fixed point of this action. Hence, by 3.45, the map 

(2) 

is a representation of G into Aut( g). This is called the adjoint representation 
and is denoted by 

(3) Ad: G---+ Aut(g). 
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We let the differential of the adjoint representation be denoted by ad, 

(4) d(Ad) =ad, 

and we denote Ad( a) by Ada and ad(X) by adx. Thus by 3.32 we have a 
commutative diagram 

G __ A_d __ ~ Aut(g) 

(5) apr r·~ 
g --~a..:....d ---+End(g) 

Also applying 3.32 to the automorphism aa of G, we obtain the commutative 
diagram 

G ---'aa=---~G 

(6) ~pr 
Ad., g -----'0..--)1- g 

In other words, 

(7) exp tAda{X) = a(exp tX)cr1• 

In the special case in which G = Aut(V), the above diagrams become 

Aut(V) ___ A_d_--+ Aut(End V) 

apr rap 
End(V) ad End(End V) 

(8) 

Aut(V) __ ...:..;08::..__-~Aut(V) 

apr r~p 
End(V) Ad8 )1-End(V) 

where BE Aut(V). If in addition C E End(V), then 

(9) 

For from 3.36(2), using 3.35(15) and 3.35(6), we obtain 

AdB(C) =!!._I (aB(exp tC)) =!!._I (Boe10 oB-1) 

dt t=O dt t=O 

d I tBoCoB-l B C B-1 =- e = a a • 

dt t=O 
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Similarly, in the case in which G = G/(n,IR)(or Gl(n,<C)) and BE Gl(n,IR) 
and C E gl(n,IR), then 

(10) Adn(C) = BCB-1• 

3.47 Proposition Let G be a Lie group with Lie algebra g, and let 
X, YEg. Then 

(1) adxY == [X, YJ. 
PROOF 

(2) 

By 3.36(2), 

adxY = (E_ I Ad(exp tX))Y 
dt t=O 

= E_ I Adexp ex(Y) = E_ I d(aexp ex)(Y). 
dt t=O dt t-o 

Thus if X1 denotes, as usual, the !-parameter group of diffeomorphisms 
associated with X, then 

(3) adxY(e) = E_l d(rexp(-tXI)(d(lexptX)(Y(e))) 
dt t=O 

= dd I d(rexp(-tXI)(Yiexp tx) 
t t=O 

= dd I d(X_t)(Yx,!e)) 
t t=O 

= (LxY)(e) = [X,Y](e). 

The last equality follows from 2.25(b ). Since ad x Y and [X, Y] are 
both left invariant, (1) is an immediate consequence of (3). 

3.48 Theorem Let A £ G be a connected Lie subgroup of a connected 
Lie group G. Then A is a normal subgroup of G if and only if the Lie algebra 
a of A is an ideal in g. 

PROOF Assume that a is an ideal in g. Let Y E a, let X E g, and let 
a == exp X. Then 

(1) a(exp Y)a-1 = exp Ad17(Y) 

= exp((exp adx)(Y)) 

(3.46(7)) 

(3.46(5)) 

= exp( Y + [X,Y] + (a;!2X (Y) + · · '). 

(3.35(15) and 3.47) 
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Under the assumption that a is an ideal in g, the series in the last term 
in (l) converges to an element of a, so that 

(2) a(exp Y)a-1 EA. 

Now, by 3.18 and 3.3l(d), A is generated by elements of the form exp Y, 
and G is generated by elements of the form exp X. This, together with 
(2), implies that A is a normal subgroup of G. 

Conversely, assume that A is normal in G. Lets and t be real numbers, 
let YEa and X E g, and let a= exp tX. Then, according to (1), 

(3) a(exp sY)a-1 = exp Ada(sY) = exp s{(exp adtx)(Y)}. 

Since A is normal, a(exp s Y)a-1 E A; so it follows from (3) and 
3.33 that (exp adtx)( Y) E a for all t E IR. Now 

(4) (expadtx)(Y) = (exp t(adx))(Y) 
t2 

= Y + t[X,Y] + 2! [X,[X,Y]] + · · ·, 

which is a smooth curve in a whose tangent vector at t = 0 is [X, Y]. 
Thus [X, Y] E a, and a is an ideal in g. 

3.49 Definitions 

(a) Center of g = {X E g: [X, Y] = 0 for all Y E g}. 

(b) Center of G = {a E G: a-r = -ra for all ., E G}. 

3.50 Theorem Let G be a connected Lie group. Then the center of G 
is the kernel of the adjoint representation. 

PROOF Let a belong to the center of G, and let X E g. Then 

(1) exp tX = a(exp tX)a-1 = exp tAda(X) 

for all t E IR. Thus X = Ada(X); so a E ker(Ad). Conversely, 
let a E ker(Ad). Then (l) again holds, so l1 commutes with every element 
in a neighborhood of e in G. Since G is connected, a commutes with 
every element of G. Thus q lies in the center of G. 

Corollary (a) Let G be a connected Lie group. Then the center of G is a 
closed Lie subgroup of G with Lie algebra the center of g. 

PROOF This corollary is an immediate consequence of 3.50 and 3.43. 

Corollary (b) A connected Lie group G is abelian if and only if its Lie 
algebra g is abelian. 

3.51 Proposition Let X, Y belong to the Lie algebra g of a Lie group G. 
Then 

[X, Y] = 0 ~ exp(X + Y) = exp X exp Y. 
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PROOF The subspace a of g spanned by X and Y is a subalgebra of g, 
and the corresponding connected Lie subgroup A of G is abelian. Let 

oc(t) = exp tX exp t Y. 

Then oc is a coo map of IR into G and is a homomorphism since A is 
abelian. The tangent vector to oc at 0 is X(e) + Y(e) (see Exercise 11), 
so that 

exp tXexp tY = exp t(X + Y) 
for all t. 

3.52 Remark Recall that in 3.27 we stated Ado's theorem which 
asserts that any Lie algebra g has a faithful representation in some gl(n,IR) 
from which it follows that there is a Lie group with Lie algebra g. If g has 
trivial center, we can get such a faithful representation from the adjoint 
representation. Simply define ad: g-+ End(g) by adx(Y) = [X, Y], and 
check that this is a Lie algebra homomorphism. If g has trivial center, ad 
is one-to-one; so we have a faithful representation of g in End(g). This 
together with 3.19 gives a simple proof that every Lie algebra with trivial 
center is the Lie algebra of some Lie group. 

AUTOMORPHISMS AND DERIVATIONS OF BILINEAR 
OPERATIONS AND FORMS 

3.53 Definitions Let V be a finite dimensional real or complex vector 
space. A bilinear operation on Vis a linear map 1p: V ® V-+ V where the 
tensor product is taken over the real (resp. complex) numbers when V is a 
real (resp. complex) vector space. We shall use the notation 

1p(v ® w) = {v,w}. 

(a) We let 

A'I'(V) = {oc E Aut(V): oc{v,w} = {oc(v),oc{w)} for all v, wE V}. 

The elements of A'~'( V) are the automorphisms of V which preserve 
the bilinear operation 'P· 

(b) We let 

t>'l' = {/ E End(V): /{v,w} = {/(v),w} + {v,/(w)} for all v, wE V}. 

Elements oft>'~' are called derivations of the bilinear operation 'P· 

3.54 Theorem A'~'(V) is a closed Lie subgroup of Aut(V) with Lie 
algebra b'~'. 
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PROOF It is easy to check that b'l' is a subalgebra of End(V) and that 
A'P(V) is a closed abstract subgroup of Aut(V). According to Theorem 
3.42, A'P(V) is a closed Lie subgroup of Aut(V). Let a be the Lie algebra 
of A'P(V). We need only show that a = b!p. 

If lEa, then exp tl E A'P(V), so that 

(1) (exp tl){v,w} = {(exp tl)(v), (exp tl)(w)}. 

Both sides of (1) are smooth curves in V. Taking their derivatives at 
t = 0, we obtain 

(2) l{v,w} = {l(v),w} + {v,/(w)}, 

which proves that IE b'P. (Observe that a curve cp(t) 0 tp(t) in V 0 V 
has derivative (or tangent vector) at t = 0 equal to ~(0) 0 tp(O) + 
cp(O) 0 1f(O).) 

Conversely, suppose that IE b'P. To prove that IE a, we need only 
prove that exp tl E A'P(V) for all t. We let /0 1 denote the endomorphism 
of V 0 V defined by 

(10 1)(v 0 w) = l(v) 0 w. 

The fact that IE b'l' means that 

(3) /{v,w} = {/(v),w} + {v,/(w)} 

for all v and win V; and this can be expressed as 

(4) I o tp = tp o (/0 1 + 1 0 /). 

It follows from (4) that 

(5) /n o tp = tp o (/0 1 + 1 0 /)n, 

so that 

(6) etz o 1p = 1p o et<Z®IH®Zl. 

Now, (/0 1) o (1 0/) = (1 0 /) o (/0 1), so we can apply 3.35(9) 
to the right-hand term in (6). Then, by the fact that et<z®Il = e11 0 1, 
equation (6) becomes 

(7) etz o 'P = 1Jl o et< Z®ll o et<I®Il = 'Po (etz 0 1) o (1 0 etl) 

= 1p 0 etz 0 etz. 
Thus 

(exp tl){v,w} = {(exp tl)(v), (exp tl)(w)} 

for all v and w in V, which implies that exp tl E A'P(V) for all t E IR. 
Thus a = b'l', and the theorem is proved. 

3.55 Definitions Again we let V be a finite dimensional vector space 
over a field F where F is either fR or C. A bilinear form Bon Vis a linear 
map B: V 0 V- F. We shall use the notation B(v 0 w) = (v,w). 
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(a) We let 

AB(V) = { rx E Aut(V): (v,w) = (rx(v),rx(w)) for all v, wE V}. 

The elements of AB(V) are the automorphisms of V which preserve 
the bilinear form B. 

(b) We let 

bn = {IEEnd(V): (/(v),w) + (v,l(w)) = 0 for all v, wE V}. 

Elements of bn are called derivations of the bilinear form B. 

3.56 Theorem AB(V) is a closed Lie subgroup of Aut(V) with Lie 
algebra bB. 

The proof is similar to the proof of Theorem 3.54, and we leave it to the 
reader as an exercise. 

3.57 Applications of 3.54 and 3.56 

(a) Let V be a real vector space with an inner product B. According to 
Theorem 3.56, the automorphisms of V which preserve the inner 
product form a closed Lie subgroup An(V) c Aut(V) whose Lie 
algebra is the Lie subalgebra b B c End( V) of derivations of the inner 
product B. Choose an orthonormal basis for V. Now consider the 
Lie group isomorphism of Aut(V) with G/(n,IR) and the associated 
Lie algebra isomorphism of End( V) with gl(n, IR) determined by 
associating with each linear transformation on V its matrix relative to 
this basis. It is easily seen that An(V) is mapped onto the orthogonal 
group O(n) c G/(n,IR) and that bB is mapped onto the set o(n) of 
skew-symmetric matrices in gl(n,IR). This provides another proof of 
the fact that the orthogonal group O(n) is a closed Lie subgroup 
of Gl(n,IR) with Lie algebra o(n). 

(b) A Lie algebra g has a bilinear operation-the bracket [ , ]. The 
automorphisms of g which preserve the bracket are precisely the Lie 
algebra isomorphisms of g. We shall denote them by A(g). According 
to 3.54, A(g) is a closed Lie subgroup of Aut(g) with Lie algebra the 
derivations of [ , ] which we shall denote by b(g). 

Suppose that G is a simply connected Lie group with Lie algebra g. 
Let A(G) be the group of all Lie group automorphisms of G. The map 

(1) 1p: A(G)->- A(g) defined by 1p(rx) = drx 

is a homomorphism and is 1:1 by 3.16 and onto by 3.27. Thus we can 
induce via 1p a manifold structure on A(G), making A(G) into a Lie 
group with Lie algebra isomorphic with b(g). 
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HOMOGENEOUS MANIFOLDs 

3.58 Theorem Let H be a closed subgroup of a Lie group G, and let 
GfH be the set {aH: a E G} of left cosets modulo H. Let 7T: G- GfH denote 
the natural projection 7T(a) = aH. Then GfH has a unique manifold structure 
such that 

(a) 7TiSC00 • 

(b) There exist local smooth sections ofG/H in G; that is, if aH E GfH, 
there is a neighborhood W ofaH and a coo map r: W- G such that 
7T o T = id. 

PROOF Existence We topologize GfH by requiring U in GfH to be 
open if and only if 7T-1(U) is an open set in G. With this topology, 
7T is an open map since if W is open in G, then 

7T-1 (7T(W)) = U Wh, 
hell 

which implies that 7T(W) is open in GfH. Moreover, GfH is Hausdorff. 
To see this, first observe that the set R c G x G consisting of all 
pairs (a,r) for which there exists an hE H such that a = rh is a closed 
set since R = rx-1(H) where rx is the continuous map (a,r) H r-1a 
of G x G into G. Now, if aH and rH are distinct points of G/H, 
(a,r) does not belong to R, so there exist open neighborhoods V of a 
and W of r in G such that (V x W) fl R = 0. Then 7T(V) and 1r(W) 
are disjoint open neighborhoods of aH and rH respectively, which proves 
that G/H is Hausdorff. A countable basis for the topology on G 
projects under 1r to a countable basis for the topology on G/H. Thus 
G/H is second countable. 

According to 3.42, the closed subgroup H is a Lie subgroup of G. 
Suppose that G is of dimension d and that His of dimension d- k. 
To prove that GfH is locally Euclidean and to obtain a cover of smoothly 
overlapping coordinate systems on GfH, we first prove that there exists 
a cubic centered coordinate system (U,cp) about e in G, with coordinate 
functions x 1 , ••• , xd, such that distinct slices of the form 

(1) x, = constant for all i E {1, ... , k} 

lie on distinct left cosets of H. Let 57) be the distribution on G deter
mined by the Lie algebra of H. Then, by 1.60, there is a cubic centered 
coordinate system ( V, cp) about e in G, with coordinate functions 
x 1 , ••• , xd, such that the integral manifolds of P} in V are slices of the 
form (1). Since His a closed subgroup of G, and therefore as a Lie 
subgroup has the relative topology, V can be chosen small enough so 
that 

(2) V f1 H =the slice S0 through e. 
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Choose neighborhoods U and V1 of e, cubic relative to the coordinate 
system ( V,cp), such that 

(3) and 

Now suppose that a and -r are points of U which lie in the same coset 
modulo H, so a E -rH. Then 

(4) 

So a E -r( V1 n S0). Now -r( V1 n S0) is an integral manifold of~ which 
lies in V by the choice of V1 in (3), and -r( V1 n S0) is connected. There
fore -r( V1 n S0) lies in a single slice of V. So a and -r lie in the same 
slice. Conversely, it is easily seen that a single slice lies on a single 
coset. Thus (U,cp) is the desired coordinate system. 

G 

u 

......... / 

~ e .....---1-----iY'(U) 

1r(U) G/H 

Let S be the slice of cp( U) on which xk+l, ••• , xd vanish. Let ql-1 be 
the map defined by setting 

(5) ~-1 = 7T 0 cp-1 IS: s -7T(U). 

Then ~-I is one-to-one by the choice of the coordinate system (U,cp), 
and is also continuous and an open map; hence it is a homeomorphism. 
Let ~ be the inverse, 

(6) 

Then (TT(U),~) is a coordinate system about the identity coset in G/H. 
We obtain coordinate systems about other points of G/H by left trans-

lations. Indeed, if a E G, we let l" be the homeomorphism of G / H induced 

by left translation /" on G; that is, 

(7) 



122 Lie Groups 

Then for each aH E G/H we define a map ([;all by setting 

(8) ({;all=({; o Ja-1 I ~(1r(U)). 
Then (U1r(U)), f[;,ll) is a coordinate system about aH. Note that in 
this notation f[;ll is just the map if;. Now, we claim that one obtains a 
differentiable structure on G f H by maximizing the collection of coordinate 
systems 

(9) 

One has only to check differentiability on overlaps. So let 

(Ja1(1T(U)), ipa1ll) and (7".(1T(U)), f[;a,ll) be two such coordinate systems, 
and let 

(10) 

We must prove that f[;a,H o if;;;u IV is coo. Let t E V. Then since 

7",-1 o la1 o ;p-1(!) E 1r(U), there exists an element g E H such that 
a2 - 1a1 cp-1(t)g E U. It follows that there exists a neighborhood W of 
t in V such that a2- 1a 1cp-1(W)g c U. It suffices to prove that 
ip azll o /P~!ll I W is coo. But we can express ip "'II o ;p;:u I W as the 
following composition of coo maps: 

(11) ipa•Ii 0 if;;:H I w = 1To 0 <p 0 rg 0 lcr,-1,1 0 tp-1 1 W, 

where 1r0 is the canonical projection of tp(U) onto S. Thus 
/Pa,H o ;p;l~ I Vis coo. 

With this differentiable structure on GfH, the projection 1r: G-. GfH 
is co; indeed, 1T restricted to an open set of the form VU) is nothing 
other than the composition ;p;ji o 1r0 o <p a /,-1 II"( U). Thus result 
(a) holds; and as for (b), /" o <p-1 o ([;all is a local smooth section of 

G/H in G on the neighborhood ~(1r(U)) of aH. 
Uniqueness Let (G/H)1 denote GjH with another differentiable 

structure satisfying (a) and (b). 

G 

/~ 
G I H ---,-,id,..----). ( G I H)l 

Then the identity map and its inverse are both coo since locally they can 
be expressed as the composition of local smooth sections into G 
followed by 1T. Thus id is a diffeomorphism, which proves uniqueness. 

3.59 Definition Manifolds of the form G/H where G is a Lie group, 
H is a dosed subgroup of G, and the manifold structure is the unique one 
satisfying (a) and (b) of Theorem 3.58 are called homogeneous manifolds. 
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3.60 Remark Observe that f is a coo function on G/H if and only if 
f o 1r is a coo function on G; for iff is C'", then certainly f o 1r is coo. Con
versely iff o 1r is coo, thenf, which can locally be represented as the composi
tion of a smooth section of G I H in G with f o 1r, is also coo. 

3.61 Definitions Let 

(1) 'Y}:GxM--+M 

be an action of G on M on the left (cf. 3.44); and, as usual, let 

(2) 'YJ,.(m) = 'YJ(a,m). 

The action is called effective if e is the only element of G for which 'YJ. is 
the identity map on M. The action is called transitive if whenever m and n 
belong toM there exists a a in G such that 'YJ,.(m) = n. Let m0 EM, and let 

(3) H = {a E G: 'Y},.(m0) = m0}. 

H is a closed subgroup of G called the isotropy group at m0 • The action 'YJ 
restricted to H gives an action of H on M on the left with a fixed point m0 , 

so by 3.45 we have a representation 

(4) 

The group rx(H) of linear transformations of M mo is called the linear isotropy 
group at m0 • 

3.62 Theorem Let 'YJ: G x M--+ M be a transitive action of the Lie 
group G on the manifold M on the left. Let m0 EM, and let H be the isotropy 
group at m0 • Define a mapping 

(1) /J: G/H--+ M by /J(aH) = 'YJ,.(m0). 

Then fJ is a diffeomorphism. 

PROOF Observe first that/J is well-defined since 1J,.h(m0) = 'YJ,.( 1Jh(m0)) = 
1J,.(m0) for any hE H. fJ is surjective since G acts transitively, and is 
injective since if fJ(aH) = /J(TH), then 'YJr-l,.(m0) = m0, which implies 
that T-1a belongs to H, or in other words that aH = TH. In view of 
Exercise 6 of Chapter 1, it suffices to prove that fJ is coo and that dfJ 
is non-singular at each point. 

According to Remark 3.60, fJ is coo if and only if fJ o 1r is coo where 
'TI' is the natural projection of G onto GfH. But 

(2) 

where imo is the coo map of G into G x M defined by 

(3) im0(a) = (a,m0). 

Thus fJ is coo. 
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Now let {3 =Po 7T. Since the kernel of d1r I G,. is (aH),. c G", in 
order to prove that diJ I (G/H),.H is non-singular it is sufficient to prove 
that the kernel of d/31 G,. is also (aH),.. Since for each a e G, 

(4) 

it suffices to prove that the kernel of d/31 G8 is He. Certainly H, c 
ker(d/31 G,). So let x e ker(d/3 I G,). To show that x e H., we need 
only prove that exp tX e H for all t e IR where X is the left invariant 
vector field on G determined by x. For this, it is sufficient to prove 
that the tangent vector to the curve t 1-+ {J(exp tX) in M is identically 
zero, for then /3( exp tX) = m0 , which implies that exp tX e H for all 
t. The tangent vector to this curve at tis 

d{J(Xexp tX) = d( 'f/exp tX 0 /3 ° lexp(-tX))(Xexp tx) 
= d1Jexp tX 0 df3(X(e)) = d1Jexp tX o d{J(x) = 0. 

Thus dP is everywhere non-singular, and the theorem is proved. 

3.63 Remarks If G is a Lie group and H a closed subgroup of G, 
then there is a natural action i of G on the homogeneous manifold G/ H on the 
left, namely, 

(1) f: G x G/H-+GfH, l(a;rH) = a-rH. 

It is easily checked that 7 is coo and in_deed gives an action of G on GfH on 

the left. Moreover, it is obvious that I is a transitive action. Now, for each 
a in G, i,. (notation as in 3.61(2)) is a diffeomorphism of G/H; and given any 
two points -rH and yH of G/H there is a diffeomorphism ~1-1 taking yH to 
-rH. The reason that manifolds of the form G/H are called homogeneous is 
that they possess this transitive group of diffeomorphisms. Conversely, 
Theorem 3.62 shows that if a manifold M has a transitive group of diffeo
morphisms in the sense of 3.61(1), then M is diffeomorphic with a homo
geneous manifold GfH. 

From Theorem 3.62 we get another characterization of the manifold 
structure on G/H, namely, the set G/H has a unique manifold structure such 
that the natural map (1) is coo. 

3.64 Theorem Let G be a Lie group and H a closed normal subgroup of 
G. Then the homogeneous manifold G/H with its natural group structure is a 
Lie group. 

PROOF One has only to check that the map 

(1) 

of GfH x G/H--+ G/H is C00 • Let at,.: W,.--+ G and at,: W,--+ G be 
local sections of G/H in G on neighborhoods W,. of aH and W1 of -rH 
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respectively. Then locally the map (I) can be expressed as the following 
composition of coo maps: 

(2) 

where cp: G x G ~ G is the map cp(o-;r) = <TT-1• 

3.65 Examples of homogeneous manifolds 

(a) Let {e1: i = 1, ... , n} be the canonical basis of IR n where e1 is the 
n-tuple consisting of all zeros except for a 1 in the ith spot. Each matrix 
<1 E G/(n,IR) uniquely determines a linear transformation on IRn, 
which we shall also denote by o-, by requiring that 

(1) a(e1) = 2 a11e1 • 
i 

In other words, if we consider the n-tuples of IR n as n x 1 matrices, 
then a acts on IR n in the natural way by matrix multiplication. The 
map (a,v) H a(v) gives an action of G/(n,IR) on IRn on the left: 

(2) 

Let ( , ) denote the standard inner product on IR n with respect to 
which the basis {e1} is orthonormal. Then if a E G/(n,IR), 

(3) (a(v),w) = (v,a1(w)). 

If a E O(n), then a1a =/,so it follows from (3) that 

(4) (a(v),a(v)) = (v,a1a(v)) = (v,v); 

thus a preserves lengths of vectors. Thus the action (2) restricted to 
O(n) X S"-1 factors through the unit sphere S"-1. 

O(n) X S"-1 -----+ 

(5) 

According to 1.32, the factoring map is smooth, so we have a natural 
coo action 

(6) O(n) X S"-1 ~ S"-1 

of the orthogonal group O(n) on the unit sphere S"-1 on the left. 
We claim thatthe action (6) is transitive. Ifv1 E sn-1, let {v1' v2' ... 'vn} 
be an orthonormal basis of IR n containing v1 as the first element. Let 

(7) V; = 2 a11e1 • 
j 
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Then the matrix a whose entries are determined by (7) is orthogonal, 
and 

(8) 

It follows that if v and w are any two points of sn-1' there is an orthog
onal matrix a such that a(v) = w. Thus the action (6) is transitive. 

The set of matrices in O(n) of the form 

(9) a= ( a ) 

0 

0 

0 ... 0 1 

forms a closed subgroup of O(n). The matrices if occurring in this 
subgroup are precisely the matrices in O(n - 1). So O(n - 1) sits 
in O(n) as this natural closed subgroup. We claim that O(n - 1) is 
precisely the isotropy group for the action (6) at en E sn-1• Clearly 
the elements of O(n- 1) leave en fixed. On the other hand, suppose 
that a E O(n) and that a( en) = en. Now 

a( en) = 2 a inei, 
i 

so a;n = 0 for i < n and ann = I. Since a is orthogonal, ae1t = I, 
and this implies that 2 a~; = 1. Since ann = 1, we must have ani = 0, 

i 
i < n. Thus a E O(n - 1). It follows from Theorem 3.62 that the map 

(10) O(n)/O(n - I)- sn-I, aO(n - 1) H a( en) 

is a diffeomorphism. Thus the sphere S"-1 is in a natural way diffeo
morphic with the homogeneous manifold O(n)/O(n - 1). 

By a similar argument one can show that there is a diffeomorphism 
of the sphere S"-1 with the homogeneous manifold SO(n)/SO(n - 1). 

(b) Let {e;: i = 1, ... , n} be the canonical complex basis of IC" where 
e; is the n-tuple consisting of all zeros except for a 1 in the ith spot. 
Just as in Example (a), each matrix a E G/(n,C) uniquely determines a 
linear transformation of C", which we still denote by e1, by requiring 

(11) a( e i) = 2 a;ie;. 
i 

So if we consider the complex n-tuples of en as n x I matrices, then a 
acts by matrix multiplication. The map (a,v) H a(v) is an action of 
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the real 2n2-dimensional Lie group Gl(n, C) on the real 2n-dimensional 
manifold en on the left: 

{12) Gl(n,C) x en-+ en. 
Let ( , ) denote the standard inner product on en, where 

(13) <~ aie;, ~ biei) = .± aibi. 
'l t t=l 

Then if a E G/(n,C), 

{14) (a(v),w) = (v,at(w)). 

If a is an element of the unitary group U(n), then u1a = I, so it follows 
from (14) that a preserves lengths of vectors in en. If X denotes the 
unit sphere in en, then the action (12) restricted to U(n) x X factors 
through X, and so, by 1.32, yields a C"" action 

(15) U(n) X X-+X 

of the unitary group U(n) on the unit sphere X c en on the left. It 
follows by an argument similar to that in Example (a) that the action 
(15) is transitive and that the isotropy group for the action (15) at the 
point en is simply U(n - 1), which we consider to be a closed subgroup 
of U(n) by identifying fiE U(n - 1) with 

0 

(16) a= ( a ) 

0 

0 ... 0 

in U(n). Thus, by 3.62, X is diffeomorphic with the homogeneous 
manifold U(n)/U(n- 1). But now under the canonical global coordinate 
system on en (given by the dual basis to the real basis {el' ... , en' 
Nel' ... 'Nen} of en), X is diffeomorphic with S2n-l c fR2n. 

Thus the sphere S2n-l is diffeomorphic with the homogeneous manifold 
U(n)/U(n - 1). 

By a similar argument, the sphere S2n-l is also diffeomorphic with the 
homogeneous manifold SU(n)/SU(n - 1). In particular, since SU(l) 
consists only of the I x 1 identity matrix, sa is diffeomorphic with 
SU(2). Thus sa can be given a Lie group structure. It can be shown 
that S1 and sa are the only spheres possessing Lie group structures [25]. 
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(c) The real projective space P"-1 is the set of equivalence classes of points 
i~ IR" - {0} where (a1 , ... , an) is equivalent to (b1 , ••. , bn) if there 
is a non-zero real number c such that ca; = h; for i = 1, ... , n. If 
pn-1 is given the largest topology in which the natural projection 

(17) 7T: (fRn _ {0}) _.pn-1 

is continuous, then 7T restricted to sn-1 is a 2-fold covering of pn-1' 

and it is easily established that P"-1 has a unique differentiable structure 
such that this covering map is locally a diffeomorphism. By an argument 
similar to that in Example (a), one can show that P"-1 is diffeomorphic 
with the homogeneous space SO(n)/O(n - 1), where we consider 
O(n - 1) as a closed subgroup of SO(n) by identifying a E O(n - I) 
with the following element a of SO(n): 

a= 

0 · · · 0 det a 
(d) As a set, the complex projective space epn-1 is the set of equivalence 

classes of points of en - {0} under the equivalence relation in which 
(cx1 , .•. , cxn) is equivalent to ({31 , ••• , f3n) if there is a non-zero 
complex number y such that ycx; = {3; for i = 1, ... , n. We make 
ep"-1 into a real 2(n - 1) dimensional manifold as follows. The 
action of the special unitary group on the unit sphere in en preserves 
these equivalence classes, and each element of epn-1 has representatives 
of unit length; thus we have a natural transitive action of SU(n) on 
the set epn-1 : 

(18) SU(n) X epn-1_. epn-1. 

The subgroup of SU(n) leaving fixed the point of ep•H determined by 
e,. E en is simply U(n- 1), which we consider to be a closed subgroup 
of SU(n) by identifying a E U(n - l) with 

a= 

0 

( a ) 

0 

0 · · · 0 1/(det a) 

in SU(n). It follows that the map 

(19) aU(n- 1) 1-+ {a(e,.)}, 
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where {a( en)} denotes the point of cpn-1 determined by a( en), is a well
defined one-to-one map of SU(n)/U(n - 1) onto cpn-1• We give 
cpn-1 the structure of a real 2(n - 1) dimensional manifold by re
quiring that the map (19) be a diffeomorphism. 

(e) Let V be a real d-dimensional vector space, and let SP(V) be the set 
of p-frames in V. That is, 

(20) SP(V) = {lt' = (w1 , •.. , w,): the w1 , ••. , wP 
are linearly independent elements of V}. 

If we choose a basis v1 , ••• , va for V, then Gl(d, IR) acts on V by matrix 
multiplication. We define 

'YJ: G/(d,IR) X Sp(V)- Sp(V) 
(21) 

by 'YJ(a, (w1, ... , wP)) = (a(w1), ... , a(wP)). 

Observe that if v, wE S,(V), then there is a <1 E G/(d,IR) such that 
'YJ(a,v) = w. Now let i be the element of Sp(V) determined by the first p 
elements of the basis v1 , ••• , va; hence i = (v1 , ••• , vp). Let H 
be the subset of G/(d,IR) leaving i fixed. Then 

(22) 

where I is the p X p identity :matrix; thus His a closed subgroup of 
Gl(d,IR). It follows that the map aH H 'f}(a,i) is a one-to-one map of 
the homogeneous manifold Gl(d,IR)/H onto the set Sp(V). We give 
Sp(V) the structure of ad· p-dimensional manifold by requiring that this 
map be a diffeomorphism. It is easily checked that this manifold 
structure is independent of the basis of V chosen. SP(V) is called 
the Stiefel manifold of p-frames in V. 

(f) Again let V be a real d-dimensional vector space, and now let M~c(V) 
be the set of all k-dimensional subspaces (k-planes) of V. If we choose 
a basis v1 , ••• , va for V, then the orthogonal group O(d) acts naturally 
on V by matrix multiplication; and since non-singular linear transforma
tions map k-planes to k-planes, we have a map 

(23) 

Observe that if P and Q are k-planes, then there is a a E O(d) such that 
rJ(a,P) = Q. Now, let P0 be the k-plane spanned by the first k elements 
of the basis v1 , • • • , v" , and let H be the subset of 0( d) leaving P 0 fixed. 
Then 

(24) H = { (~ I ~) E O(d): <1 E ~(k), T E O(d- k)}. 
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so His a closed subgroup of O(d) which we can identify with O(k) x 
O(d- k). Thenthemapa(O(k) X O(d- k))H1J(a,P0)isaone-to-one 
map of the homogeneous manifold O(d)/[O(k) X O(d- k)] onto 
the set Mk(V). We make Mk(V) into a (d- k)k dimensional manifold 
by requiring that this map be a diffeomorphism. One can check 
that this manifold structure on Mk(V) is independent of the basis 
chosen for V. Mk(V) is known as the Grassmann manifold of k-planes 
in V. 

3.66 Proposition Let H be a closed subgroup of the Lie group G. If 
Hand G/H are conn.ected, then G is connected. 

PROOF Assume that 

(I) G=UUV 

where U and Vare non-empty open subsets of G. Then 

(2) G/H = 1T(U) u 1T(V) 

where 1T(U) and 1T(V) are non-empty open subsets of G/H. Since G/H 
is connected, there must be a point aH of G/H such that 

(3) aH E 'IT(U) () 1T(V). 

Now, (I) implies that 

(4) aH = (aH n U) u (aH n V) 

where (aH n U) and (aH n V) are both open subsets of aH (since 
H has the relative topology). According to (3), both (aH n U) and 
(aH n V) are non-empty; thus, since aH is homeomorphic with H 
and therefore connected, we have 

(5) 

which implies that 

(6) 

(aH n U) n (aH n V) F: 0, 

UnVF:-0, 

which proves that G is connected. 

3.67 Theorem Each of the Lie groups SO(n), SU(n), and U(n) is 
connected for n;;::: I, and O(n) has two components (n;;::: I). 

PROOF SO(I) and SU(I) are connected since they both consist only 
of the I X I identity matrix, and U(I) is connected since 

U(I) = {(J.): ;. E <C, IJ.I = 1}. 

That SO(n}, SU(n), and U(n) are connected for all n now follows from 
3.66 by using induction on n and the representation of spheres as homo
geneous manifolds given in 3.65. 
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Since every matrix in O(n) has determinant ± 1, the orthogonal group 
can be written as the following union of two non-empty disjoint con
nected open subsets: 

0 
1 

O(n) = SO(n) u aSO(n) where a = 

Thus O(n) has two components. 0 

3.68 Theorem G/(n,IR) has two components. 

PROOF Let Gl(n, IR)+ be the subset of Gl(n, IR) consisting of matrices 
with positive determinant, and let G/(n,IR)- be the subset consisting 
of matrices with negative determinant. G/(n,IR)+ and G/(n,IR)- are 
disjoint homeomorphic open subsets of Gl(n,IR), so it suffices to prove 
that G/(n,IR)+ is connected. To do this, we shall show that each element 
of Gl(n, IR )+ can be joined to the identity matrix by a continuous curve. 

First we show that each element ofG/(n,IR) has a polar decomposition; 
that is, each matrix a E G/(n,IR) can be expressed in the form 

(1) a =PR 

where Pis a positive definite symmetric matrix andRE O(n). (Recall 
that all the eigenvalues of a symmetric matrix are real, and that a sym
metric matrix is positive definite if each of its eigenvalues is strictly 
positive.) Since (a a')' = a a', a a' is symmetric. Let a be an eigenvalue 
of aa1 with eigenvector v E IR n. Then, according to 3.65(3), if ( , ) 
denotes the standard inner product in IR n, 

a(v,v) = (aa'(v),v) = (a'(v),a'(v)). 

Consequently, a ~ 0, and since aa' is non-singular, we must have a> 0. 
Thus aa' is a positive definite symmetric matrix. Since aa' is symmetric, 
there exists an orthogonal matrix {J E O(n) such that the matrix 

(2) {Jaa'{J' 

is diagonal (cf. Exercise 22(a)). Since the eigenvalues of aat are all 
positive, the matrix (2) has a square root 

(3) ({Jaa'{J')lf2; 

that is, (3) is a diagonal matrix, and each diagonal entry is the positive 
square root of the corresponding entry in the matrix (2). Let 

(4) p = {J'({Jaa'{J')ttsp, 
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and let 

(5) R = P-1a. 

Pis a positive definite symmetric matrix, and R is orthogonal since (4) 
implies that P 2 = aa' and therefore that 

(6) RR1 = P-1aat(P-1) 1 = P-1aa'(P1)-1 

= p-1qqtp-1 = p-1ppp-1 = I. 
Thus a= PR, as we asserted in (1). 

If a e G/(n,fR)+, then a has a polar decomposition (I), where now 
R must have positive determinant; thus R E SO(n). Let 

(7) P1 = tl + (I - t)P 

fortE [0,1]. Then P, is positive definite for each t, so the path t 1-+ P1R 
is a continuous curve in Gl(n,fR}+- joining a to R. Since SO(n) is con
nected, and therefore path wise connected, R can be joined to the identity 
matrix I by a continuous curve. Thus Gl(n,fR)+ is pathwise connected, 
which completes the proof that Gl(n,fR) has two components. 

EXERCISES 

1 Prove that a connected Lie group is automatically second countable; 
that is, the assumption of second countability in the definition of 
connected Lie group is redundant. 

2 Show that the examples in 3.3 are Lie groups. 

3 Prove that the examples in 3.5 are Lie algebras. 

4 Supply a proof for Proposition 3.12. 

S Prove the necessity of the connectedness assumption in 3.16. 

6 Let f be an ideal of forms on oc generated by a collection 
{ w1 , ••• , Wc_11} of independent left invariant 1-forms. Let ~ f; g 
be the d-dimensional subspace of the Lie algebra of G annihilated 
by the w; (i == 1, ... , c - d). Prove that ~ is a subalgebra of g if 
and only iff is a differential ideal. 

7 In this exercise we outline the proof of Theorem 3.23. 
(a) Let '11': (X,x0)--+ (Y,y0) be a covering, and let a.: (Z,z0)--+ 

( Y,y0) be a continuous map where Z is path wise and locally 
pathwise connected, and where a.(7T1(Z,z0)) c 7T.(7T1(X,x0)). 
Prove that there is a unique continuous map «: (Z,z0) --+ 
(X,x0) such that '11' o iX == a.. 
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(Sketch: First prove part (a) for the case in which Z is the 
unit rectangle [0,1) x [0,1] and z0 = (0,0). Here the condition 
on the fundamental groups is trivially satisfied, and the proof 
follows by partitioning the unit rectangle fine enough so that 
each subrectangle of the partition maps under ex into an evenly 
covered set in Y. As a particular application of this case, it 
follows that each path in Y has a unique lift to X once base 
points are chosen. 

For the general case, define the lifting ii of ex as follows. 
Let z E Z, and let y: [0,1) ~ Z be a path joining z0 to z; thus 
y(O) = z0 and y(l) = z. Then ex a y has a unique lift y to X 
such that f(O) = x0 • Set ii(z) = f(l). Now use the condition 
on the fundamental groups and the unique lifting property 
already established for rectangles to show that ii is well
defined, independent of the choice of the path y from z0 to z. 
Finally use the local path-connected property of Z to show that 
ii is continuous.) 

(b) If X is a pathwise connected, locally pathwise connected, and 
semi-locally !-connected topological space, then X has a 
simply connected covering space. 

(Sketch: Fix a base point x0 EX. We define an equivalence 
relation on the set of all paths in X with domain [0, 1] and with 
initial point x0 . Two such paths y1 , y2 will be called equivalent 
if y1(1) = y2(1), and the loop y2- 1y1 at x0 obtained by first 
traversing y1 and then traversing y2 in the reverse direction is 
homotopically trivial at x0• The point set of the simply con
nected covering space X of X is the set of such equivalence 
classes {y}. The projection map 7T: X_.. X is defined by 
7T({y}) = y(l). Let {y} EX, and let U be an open neighborhood 
of y(l) in X. Let U({y}) consist of all elements {T} of X 
possessing a representative path T which first traverses y and 
then remains in U. Prove that the collection of such sets U({y}) 
forms a basis for a topology on X in which X is simply con
nected, and in which 7T: X~ X becomes a covering.) 

(c) A covering of a simply connected space is a homeomorphism. 
(This is an immediate application of part (a).) 

8 Prove that if 1r: M ~ M is a covering of a differentiable manifold 
M, then M is second countable. (It suffices to prove that 1r1(M,m) 
is countable. This follows from the observation that M can be 
covered by a countable number of open sets, each homeomorphic 
with an open ball in Euclidean space.) 
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9 Let G and H be Lie groups with G connected. Prove that a C" 
map cp: G ----+ H sending the identity of G to the identity of H is a 
homomorphism if bcp pulls left invariant forms on H back to left 
invariant forms on G. Show that the assumption of connectedness 
for G is necessary. (Hint: One can construct a differential ideal 
on G x H as in 3.15(5) whose maximal connected integral sub
manifold I through (e,e) is a Lie subgroup of G x H. Factor the 
graph of cp through /, and show that the natural covering homo
morphism of I onto G is 1 : I.) 

10 Prove that (-2 0) is not eA for any A E gl(2,fR). 
0 -1 

11 Let a(t) and {J(t) be smooth curves in a Lie group G such that 
a(O) = {J(O) = e, and let oc(t) = a(t){J(t). Prove that 

ti(O) = d'(O) + f)(O). 

(Hint: Consider the group multiplication map 17: G x G----+ G, that 
is, 17(y;r) = yT. Let v, wE Ge, and show that 

d1J(v,w) = d1J((v,O) + (O,w)) = v + w.) 

12 Let G be a connected Lie group, and let cp: G ----+ H be a homo
morphism with a discrete kernel. Prove that the kernel lies in the 
center of G. Use this fact to prove that the fundamental group of a 
Lie group is abelian. 

13 Prove that Example 3.5(d) is, up to isomorphism,. the only 2-
dimensional non-abelian Lie algebra. Conclude that Example 
3.3{h) is, up to isomorphism, the unique simply connected 2-
dimensional non-abelian Lie group. 

14 Show that there are matrices A, BE gl(n,C) such that eA+B:;!: 
e-4eB. 

15 Prove that the exponential map for Gl(n,C) is surjective. (Outline: 
First, by using the Jordan canonical form, reduce the problem to that 
of showing that each elementary Jordan matrix (a matrix with a fixed 
constant A. on the diagonal, with I 's immediately above each 
diagonal entry, and with zeros elsewhere) in Gl(j,C), for I '5(. j-:;. n, 
is the exponential of an element of gl(j, C). Let A be an elementary 
Jordan matrix. Write A as (AI)· N where the diagonal entries of N 
are 1 's. Prove that AI= eAt and that N = eAz, where A1A2 = A2A1 • 

To find A 2 , observe that since sufficiently high powers of the difference 
I - N vanish, N has ·a logarithm, namely, 

oo (I_ N)k 
log N = - z '---""-

k=l k 

Use a formal power series argument to show that e10g N = N.) 
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16 Let G be a Lie group. A vector field Y on G is right invariant if Y 
is r11-related to itself for each a E G. Prove that the set of right 
invariant vector fields on G forms a Lie algebra under the Lie 
bracket operation and is naturally isomorphic as a vector space with 
G6 • Let cp: G-+ G be the diffeomorphism defined by cp(a) = a-1• 

Prove that if X is a left invariant vector field on G, then dcp(X) is 
the right invariant vector field whose value at e is -X(e). Prove 
that X~ dcp(X) gives a Lie algebra isomorphism of the Lie algebra 
of left invariant vector fields on G with the Lie algebra of right 
invariant vector fields on G. 

17 Find an example of a Lie group G with a Lie subgroup A that is not 
closed in G. 

18 Let G be an n-dimensional abelian connected Lie group. Prove there 
is an integer k, 0 ~ k ~ n, such that G is isomorphic with IR n-k x Tk 
where Tk is a torus of dimension k. First, prove that up to iso
morphism, IR n is the unique simply connected n-dimensional abelian 
Lie group. Next, show that if D is a discrete subgroup of IR n, then 
either D = {0} or there is an integer k, 1 ~ k ~ n, and k linearly 
independent vectors v1 , ... , vk in IR n which generate D. To prove 
this, suppose that D ~ {0}, and let k be the smallest integer such 
that D is contained in a k-dimensional subspace V of IR n. Find a 
basis w1 , .•. , wk for V such that theW; ED. Let 

A;= { ±riwi: 0 ~ ri ~ 1, ri > o} 
J=l 

fori = 1, ... , k. Choose V; to be an element of A; () D with smallest 
possible coefficient r;. Then {v1 , •.. , vk} will be a linearly inde
pendent set generating D. 

19 Supply a proof for 3.56. 

20 Prove that the group of automorphisms of a connected Lie group 
G is itself a Lie group. (Outline: Let G be the simply connected 
covering group of G, and let 7T be the covering homomorphism. 
Let D = ker 7T. We know from 3.57(b) that the group A( G) of 
automorphisms of G is a Lie group. Show that the group of auto
morphisms of G is naturally isomorphic with the (closed) subgroup 
of A(G) consisting of those automorphisms of G which map D 
onto D.) 

21 Prove that V(n) is diffeomorphic with S1 x SV(n). 

22 (a) Deduce from a "super-triangularization" argument similar 
to that following 3.35(6), but now using unit eigenvectors and 
orthogonal complements, that if A is a hermitian matrix 
(that is, A is complex and A= At), then there exists a unitary 
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matrix B such that BAB-1 is diagonal. By a similar argument, 
prove that if A is a real symmetric matrix (A = At), then there 
exists a real orthogonal matrix B such that BAB-1 is diagonal. 

(b) Using part (a) and 3.46(7), prove that the exponential map 
maps the hermitian matrices one-to-one onto the set of positive 
definite (all eigenvalues positive) hermitian matrices. Deduce 
also that the exponential map maps the real symmetric matrices 
one-to-one onto the set of positive definite symmetric matrices. 

23 Use part (b) of Exercise 22 to prove that the polar decomposition 
3.68(1) is unique. (Hint: If a= PR = P1R1 , first prove that 
P2 = P 12, then apply part (b) of Exercise 22 toP and P1 .) 

24 Prove that every matrix a E Gl(n,C) can uniquely be written as a 
product a = PR, where P is a positive definite hermitian matrix 
and R is a unitary matrix. 

25 Prove that G/(n,C) is connected. 

26 Complete the details of 3.65(b) and (c). 
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We shall consider integration of p-forms over differentiable singular p-chains 
in n-dimensional manifolds, and integration of n-forms over regular domains 
in oriented n-dimensional manifolds. For both of these situations we shall 
prove a version of Stokes' theorem. This is a generalization of the Funda
mental Theorem of Calculus and is undoubtedly the single most important 
theorem in the subject. We shall also consider integration on Riemannian 
manifolds and on Lie groups. Finally, we shall introduce the de Rham 
cohomology groups and shall prove the Poincare lemma, from which we 
will conclude that the de Rham cohomology groups of Euclidean space are 
trivial. This lemma will be of central importance for the de Rham theorem, 
which is stated at the end of this chapter and proved in Chapter 5. 

ORffiNTATION 

4.1 Definitions Let V be a real vector space of dimension n. The 
notion of an orientation on V was introduced in Exercise 13 of Chapter 2. 
Recall that the nth exterior power An( V) is !-dimensional, so that An( V) - {0} 
has two components. An orientation on V is a choice of a component of 
An(V)- {0}. 

Now let M be a connected differentiable manifold of dimension n. We 
shall call M orientab/e if it is possible to choose in a consistent way an 
orientation on M! for each mE M. More precisely, let 0 be the "0-section" 
of the exterior n-bundle A!(M); that is, 

(1) 0 = U {0 EAn(M!,)}. 
meM 

Then since each An(M!) - {0} has exactly two components, it follows 
easily that A!{M) - 0 has at most two components. We say that M is 
orientable if A!(M)- 0 has two components; and if M is orientable, an 
orientation on M is a choice of one of the two components of A!(M)- 0. 
138 
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A non-connected manifold M is said to be orientable if each component of M 
is orientable, and an orientation is a choice of orientation on each component. 
Let M be oriented, and let v1 , ... , V11 be a basis of M m with dual basis 
b1 , ... , bn. We say that the (ordered) basis v1 , ... , V 11 is oriented if 
b1 A · · · A bn belongs to the orientation. 

Let M and N be orientable n-dimensional manifolds, and let tp: M--+ N 
be a differentiable map. We say that tp preserves orientations if the induced 
map btp: A!(N)--+ A!(M) maps the component of A!(N) - 0 determining 
the orientation on N into the component of A!(M) - 0 determining the 
orientation on M. Equivalently, "P is orientation-preserving if dtp sends 
oriented bases of the tangent spaces to M into oriented bases of the tangent 
spaces to N. 

4.2 Proposition Let M be a differentiable manifold of dimension n. 
Then the following are equivalent: 

(a) M is orientab/e. 

(b) There is a collection <!> = {(V,tp)} of coordinate systems on M such 
that 

(1) M= U V 
{V,IJ')Etl> 

and ( ox·) det -• > 0 on U n V 
oyj 

whenever (U, x1 , ••. , X 11) and (V,y1 , ... ,y11) belong to <ll. 

(c) There is a nowhere-vanishing n-form on M. 

PROOF We can assume, without loss of generality, that M is connected. 
We prove that (a)=> (b)=> (c)=> (a). Given (a), that M is orientable, 
choose an orientation on M; that is, we choose one of the two com
ponents, call it A, of A!(M) - 0. Observe that for each mE M, 
A n A7,(M!) is precisely one of the two components of A11(M!) - {0}. 
Now let <!> consist of all of those coordinate systems (V, y 1 , ... , Yn) 
on M such that the map of V into A!(M) defined by 

(2) m H (dy1 A · • · A dy .. )(m) 

has range in A. Now, if (U, x1 , ... , X 11 ) and (V,Jl, ... ,y11 ) are any 
two coordinate systems on M, then for m E U n V, 

(3) (dx1 A··· A dx11)(m) = det(ox~ I )(dy1 A··· A dy11)(m). 
oy, m 

If these coordinate systems belong to <ll, then necessarily 

det(axi I ) > o 
oyi m 

for each mE U n V. Consequently, (1) is satisfied, and result (b) follows 
from (a). 
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Now assume (b). Let { ~i} be a partition of unity subordinate to the 
cover of M given by the coordinate neighborhoods in the collection 
<I> with ~i subordinate to (Vi, x1i, ••• , x,/). Then 

(4) w =I ~~ dx1 i A • • • A dx,/ 
i 

is a global.n-form on M, where ~i dx1i A • • • A dx,/ is defined to be the 
0-form outside of Vi. That w vanishes nowhere follows from the fact 
that for each m, w(m) is a finite sum with positive coefficients of elements 
of one component of A..(M!)- {0}. Thus (c) follows from (b). 

Finally, let w be a nowhere-vanishing n-form on M, and let 

A+ = U {aw(m): a e fR, a > 0}, 
meM 

A-= U {aw(m): a e fR, a< 0}. 
meM 

Then A:(M)- 0 is the disjoint union of the two open subsets A+ 
and A-, so A:(M) - 0 is disconnected, and M is orientable. 

4.3 Examples 

(a) Every Lie group G is orientable, for if w1 , ••• , w,. is a basis for the 
left invariant 1-forms on G, then w1 A··· A w,. is a global nowhere
vanishing n-form on G. 

(b) The standard orientation on the· Euclidean space fR ll is the one deter
mined by the d-form dr1 A··· A drtl. 

(c) Let X be ad-dimensional manifold, and suppose that there exists an 
immersion/: X- fRil+1• A normal vector field along (X,f) is a smooth 
map N: X- T(fRil+1) such that for each p eX, the vector N(p) lies 
in (fRil+1)1<,l and is orthogonal to the subspace df(X'Il) c (fRilH)1<Pl. 

Such a manifold X is orientable if and only if there is a smooth 
nowhere-vanishing normal vector field along (X,/). (See Exercise 1.) 

(d) As an immediate application of Example (c), the sphereS" is orientable 
for each n ;;::: 1. 

(e) The real projective space P" is orientable if and only if n is odd. (See 
Exercise 2.) 

INTEGRATION ON MANIFOLDS 

4.4 Integration in the Euclidean Space IR" We assume that the reader 
is familiar with some theory of integration in fR ". Since we shall be inte
grating continuous (in fact usually C00) functions over nice subsets of fR" 
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(polyhedra for example), the theory of the Riemann integral will be quite 
sufficient. The principal theorem that we need to recall is the change of 
variables formula. Several versions of this formula and their proofs may be 
found in [6], [18], or [29]. A version sufficient for our purposes is the follow
ing. Let q> be a diffeomorphism of a bounded open set D in IR n with a 
bounded open set q>(D). Let Jq> denote the determinant of the Jacobian 
matrix of q>: 

Jq> = det (alfii) . 
ar; 

Letfbe a bounded continuous function on q>(D), and let A be a nice subset 
of D. (A will be polyhedral in most of our applications. Generally, for the 
Riemann theory, a nice subset would be one which has Jordan content.) 
Then 

(1) r 1 =i 1° q> lllfll . 
Jq;(A) A 

4.5 Integration of n-forms in 1R n As usual, we let r 1 , .•• , r n denote the 
canonical coordinate system on IR". The standard orientation is deter
mined by the n-form dr1 A • • · A dr n. Now let w be an n-form on an open 
set D c IR n. Then there is a uniquely determined function f on D such that 
w =fdr1 A··· A dr11 • Let A c D. We define 

(1) 

provided that the latter exists. We can restate the change of variables formula 
4.4(1) in terms of differential forms. Let q>, D, and A be as in 4.4, and let 
w be ann-form on tp(D). Then 

(2) r (!) = ±f btp(w), 
Jq;(A) A 

where one uses "+" if q> is orientation preserving and "-" if q> is orientation 
reversing. 

4.6 Integration over Chains The first type of integration that we 
shall consider on general manifolds involves integration of p-forms over 
differentiable singular p-chains in an n-manifold. 

For each p ~ 1 we let 

(1) flP = {(a1, ... , ap) E fRP: ;~a; :s;; 1, and each a;~ o}. 
flP is called the standard p-simplex in IRP. For p = 0, we set fl0 equal to the 
1-point space {0}; fl0 is the standard 0-simp/ex. Let M be a manifold. A 
di.fferentiable singular p-simp/ex a in M is a map a of flP into M which extends 
to be a differentiable (C"") map of a neighborhood of flP in fRP into M. 
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In this chapter we shall refer to such a a as simply a p-simplex a in M. (In 
Chapter 5 we shall deal, in addition, with continuous singular simplices, 
and so there we shall need to retain the term "differentiable" for distinction.) 
A 0-simplex in M consists of a map of the 1-point space {0} into M. Ap-chain 
c in M (with real coefficients) is a finite linear combination c =I a;a; 
of p-simplices a; in M where the a; are real numbers. 

For each p ~ 0 we define a collection of maps kl: ~'/)-+ ~fH-1 for 
0 ~ i ~ p + 1 as follows: 

for p = 0, k0°(0) = 1 and k1°(0) = 0; 

(2) 

i-1 
for p ~ 1, 

k/'(a1 , •••. • a,) = (a1 , ••• , a;_~o 0, a;, ... , a'P) 
(k0~'(a1 , .•• , a'/))= (1- fa;, a1 , ••• , a'P) and 

(1 ~ i ~ p + 1). 

If a is a p-simplex in M with p ~ 1, we define its ithface, 0 ~ i ~ p, to be the 
(p - 1) simplex 

(3) 

and we define the boundary of a to be the (p - 1) chain 
Jl 

(4) oa = I ( -l);a;. 
i=O 

We extend the boundary operator linearly to chains. Note carefully the use 
of the superscript to denote faces. Thus the boundary of the p-chain 

k 
I a1a1 is 

a 

M 

We claim that 

(5) k'P+l 0 k p - k2l+l 0 k-~' 
i i - Hl • (p~O;i~j). 
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For p = 0, check the three possible cases separately. For p ~ 1, observe 
that both sides of (5) give the following maps: 

1 ::;; i < j ( a1 , ••• , a11) 1-+ ( a~o ... , at_1 , 0, at, ... , a-1-~o 0, a 1 , ••• , a,) 
1 ::;; i = j ( a1 , .•• , a11) 1-+ ( a1 , ••• , a;_1 , 0, 0, ai, ... , a11) 

(6) 0 = ; < j" ( ) (1 {. 0 ) • a1 , ••• ,a, 1-+ -kat.a1 , ••• ,a1_ 1 , ,a1 , ••• ;a11 
i=l 

0 = i = j ( a1 , ... , a,) 1-+ (o, 1 - i; a;, a1 , ••• , a11) • 
•=1 

It follows from (5), (3), and (4) that the boundary of the boundary of 
a chain is always 0. That is, 

(7) 0 0 0 = 0. 

Now let abe ap-simplexin M, and let w be ap-formdefined on a neighbor
hood of the image of a. In most of our applications we shall deal only with 
smooth forms, but for the purposes of the following definition it would be 
quite sufficient for w to be a continuous p-form. First of all, if p = 0, then 
a 0-simplex consists simply of a point in M, and a 0-form is simply a function. 
In this case, we define the integral of the function w over the 0-simplex a to 
be the value of w at the point a(O) E M: 

(8) Lw = w(a(O)). 

If p ~ 1, then since a extends to be a smooth map of a neighborhood of 
A, in IR 11 into M, w can be pulled back via a to a p-form ba( w) on a neighbor
hood of A11 • In this case, we define the integral of the p-form w over the 
p-simplex a by 

(9) 

We extend these integrals linearly to chains, so that if c = I a;a;, then 

(10) 

Perhaps the single most important theorem in integration theory on 
manifolds is Stokes' theorem. This is a generalization of the Fundamental 
Theorem of Calculus. Observe that in our context the Fundamental Theorem 
says that if F is a smooth function on the real line, and if a is a smooth 
1-simplex in the real line, then 

(11) f F =f.dF. Ja., ., 
We shall present two versions of Stokes' theorem. The first is in terms of 
integration of forms over chains. 
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4.7 Stokes' Theorem I Let c be a p-chain (p ~ 1) in a differentiable 
manifold M, and let w be a smooth (p - 1) form defined on a neighborhood 
of the image of c. Then 

(1) r (I) =idw. Ja. c 

PROOF It is sufficient to consider the case in which the p-chain c 
consists of a single p-simplex u. Thus we must prove that 

(2) idw = r (1). 

" Ja" 
It follows immediately from our definitions that (2) is equivalent with 

(3) Lpd(bu(w)) = i~ ( -1Y 111_ 1 dui(w) = i~ ( -1)i i 11_ 1dkr-1 o bu(w). 

Observe first of all that the case p = 1 reduces directly to the Funda
mental Theorem of Calculus: 

( 4) f .4_ (w o u) dr = w(u(l))- w(u(O)), J.11 dr 

so we now assume that p ~ 2. Then the (p - 1) form bu(w) can be 
expressed as 

(5) 
, ,...... 

~u(w) - ""a . dr A · • · A dr. A · · · A dr -.t:., J 1 3 P' 
i=1 

where the circumflex over a term means that the term is to be omitted, 
and where the a; are coo functions on a neighborhood of ~P in fRP. 
Since the integral is linear, we may consider the special case in which 

du( w) consists of a single term of the form a; dr 1 A • • • A ~ A • • • A dr P • 

In this case, the left-hand side of (3) becomes 

(6) ( -1)1-1 f P :a; dr1 A··· A dr11 • 

J.1 ur; 

To evaluate the right-hand side of (3), we observe that for I ~ i ~ p, 

r (1 ~ j ~ i- 1) 
(7) dkf-1(ri) = o' (j = i) 

ri-1 (i + 1 ~ j ~ p), 
and { ~· 1- I r- (j = 1) 
(8) 11-1 . • ~k0 (r1) = •=1 

ri-1 (1 < j ~ p). 
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Applying (7) and (8) to the right-hand term of (3), we obtain 

(9) 

+ (-1)1ip-1 a;(r1 , .•. ,r1_ 1 ,0, r1 , ••• ,rP_1)dr1 1\ ··· 1\dr-1• 

We shall now apply a change of variables to the first term on the right
hand side of (9). Let cp1 be the diffeomorphism of IRP-1 defined by 

(10) 

(j = 1) 

(j = 2) 

( r 2 , •.• , r1_ 1 , 1 -l1 ri, r1 , ••• , rP_1) 
•=1 

(3 ~ j ~ p). 

Then cp1(AP-1) = AP-t, and 1Jcp11 = 1, so that by 4.4(1), the first term 
on the right-hand side of (9) is equal to 

(11) 

From (3), (6), (9), and (11) we see that the proof has been reduced to 
showing that 

(12) 

But now (12) is simply the evaluation of the integral of oazf'or1 over AP 
by iterating first with respect to r1 and applying again the Fundamental 
Theorem of Calculus. 

4.8 Integration on an Oriented Manifold Let M be ann-dimensional 
oriented manifold. We shall integrate n-forms over regular domains in M. 
A subset D of M will be called a regular domain if for each point m E M one 
of the following holds: 
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(a) There is an open neighborhood of m which is contained in M- D. 
(b) There is an open neighborhood of m which is contained in D. 

(c) There is a centered coordinate system (U,rp) about m such that 
rp(U n D)= rp(U) n Hn, where Hn is the half-space of fRn 
defined by r n ;;::: 0. 

Points of D of type (b) are called interior points and comprise the interior, 
Int(D), of D. Points of type (c) are called boundary points and comprise 
the boundary, oD, of D. Coordinate systems of type (c) restricted to oD 
overlap differentiably and yield a manifold structure of dimension n - 1 
on oD, making oD into an imbedded (n- 1) dimensional submanifold 
ofM. 

Let mE oD, and let v E Mm. We call van outer vector to D if for each 
smooth curve or:(t) in M with li(O) = v, one has or:(t) ¢ D for 0 < t < e, for 
some e > 0. The orientation on M induces an orientation on oD as follows. 
Let v be an outer vector to oD at m, and let v1 , .•. , vn_1 be a basis of the 
tangent space (CJ D)m. Then we define v1 , ••. , vn_1 to be an oriented basis 
of (oD)m if and only if v, v1 , ••. , vn_1 is an oriented basis of M m. One can 
easily check that this definition is independent of the outer vector v chosen, 
and that this defines a smooth orientation on o D in the sense of 4.1. 

Now let w be an n-form (n = dim M) with compact support, and let D 
be a regular domain in M. As a particular case, D could be all of M. We 
are going to define the integral of w over D. As in 4.6, it will be sufficient for 
the purposes of this definition for w to be a continuous n-form. We shall 
use a partition of unity to reduce the support of w to certain n-simplices in 
M over which we can integrate as in 4.6(9). First, we shall choose some n
simplices suitably related to D and oD. 

An n-simplex a in M will be called regular if a extends to a diffeomorphism 
on a neighborhood of An. When speaking of regular n-simplices, we shall 
always assume that they have been extended in this way to a neighborhood 
of An. An oriented regular n-simplex is one in which the map a preserves 
orientations. (We always take the standard orientation on rR n.) 

Associated with a given regul~r domain D, we shall consider only oriented 
regular n-simplices of the following two types: 

(or:) a(An) c Int(D). 

({J) a(An) c D and a(An) n oD = a"(An-1); that is, precisely the 
nth face of a lies in the boundary of D. 

Now cover D by open sets U of the following types: 

(or:') U lies in the interior of an oriented regular n-simp1ex a of type (or:). 

({J') U is the image under a type ({J) oriented regular n-simplex a of an 
open set V in rR" which is a neighborhood of a point in the nth 
face of An, which intersects the boundary of An only in that 
nth face, and whose image under a is contained in a(An) u 
(M-D). 
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Since supp w f"\ D is compact, it has a finite cover U1 , ••• , U~e by open 
sets of type (<X') or (P'). Let the associated oriented regular n-simplices be 
0'1, .•• , O'~e. Let U = M - (supp w f"\ D), and let cp, cp1, .•• , cpk be a 
partition of unity subordinate to the cover U, U1 , ••• , U~e of M. We define 
the integral of w over D by 

(1) 

We must check that the definition (1) is independent of the cover and the 
partition of unity chosen. Let V, V1 , ••• , V, and V'• 'Pt, ..• , 'Pz be another 
such cover and another such partition of unity respectively, with V1 associated 
with the oriented regular n-simplex T;. Since 'P = 0 on supp w f"\ D, it 

l 

follows that I V'; = 1 there, so that 
i=1 

(2) 

Similarly, 

(3) 

Now, since O'i-1 o T; is an orientation-preserving diffeomorphism on the open 
set (possibly empty) where it is defined, and since (supp '/jJ;cpiw) f"\ O'.(A") = 
(supp V';cp1w) f"\ T;(A"), it follows from the change of variables formula 
4.5(2) that 

(4) 

It follows from (2), (3), and (4) that fD w is well-defined, independent of the 
choice of cover and partition of unity. 
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Observe that if y is a diffeomorphism of M, then 

(5) r w = ± r <5y(w) 
Jr!Dl JD 

with "+" if and only if y is orientation-preserving. 

We now are ready to state and prove our second version of Stokes' 
theorem. 

4.9 Stokes' Theorem n Let D be a regular domain in an oriented 
n-dimensional manifold M, and let w be a smooth (n - 1) form of compact 
support. Then 

(1) r dw = r w. JD Jw 
PROOF Let cp1 , ••• , cp" and a1 , ••• , a~: be chosen as in 4.8(1) relative 

k 
to (supp w) f"' D. Since I cp1 = 1 on a neighborhood of (supp w) f"' D, 

i=l 
d(I cp1) = 0 there. Thus on a neighborhood of (supp w) f"' D we have 

k k k 

(2) I d(cp1w) =I dcp1 A w +I cp; dw = dw. 
i=l i=l i=l 

Now, if a, is an n-simplex of type 4.8(ot), then 

(3) l .. t cp,w = 0 = lD cp;w 

since supp cp;w c Int a.(~n) c Int D. On the other hand, suppose that 
a1 is ann-simplex of type 4.8{/J). In this case, cp;w is zero on the boundary 
of a, except possibly at points in the interior of the nth face at. Now 
a;n is an orientation-preserving regular (n - 1) simplex in oD ifn is even, 
and is orientation-reversing if n is odd. It follows that 

From (2), (3), (4), and from our first version (4.7) of Stokes' theorem, 
we see that 

(5) r dw = ~ r d(cp;w) = ~ i d(cp;w) JD • JD • ~ 

Corollary Let w be a smooth (n - 1)form on a compact oriented n-dimen
sional manifold M. Then 
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4.10 Integration on a Riemannian Manifold Let M be a Rieman
nian manifold of dimension n. That is, M is an n-dimensional differ
entiable manifold with a positive definite inner product ( , >m on each 
tangent space M m such that m 1-+ (X, Y)m is a smooth function on M when
ever X and Y are smooth vector fields. The existence of Riemannian metrics 
on differentiable manifolds was asserted in Exercise 23 of Chapter 1. 

Given a point mE M, one can find a neighborhood U of m and a collec
tion e1 , ••• , e,. of coo vector fields on U which are orthonormal in the sense 
that they form an orthonormal basis of the tangent space to M at each 
point of U. Start with a coordinate neighborhood (U, x1 , ••• , x .. ), apply 
the usual Gram-Schmidt procedure to orthonormalize the vector fields 
ofox1 , ••• , of ox .. , and do it simultaneously at all points of U. Such a 
collection e1 , ••• , e .. is called a local orthonormal frame field. 

Since the inner product ( , )m is, in particular, a non-singular pairing 
of Mm with itself, it induces (see 2.7) a natural isomorphism of Mm with 
M!, namely, v 1-+ cp, where 

(1) cp.,(w) = (v,w)m. 

Via this isomorphism, M! inherits an inner product. Observe that the dual 
basis to an orthonormal basis of M m is itself an orthonormal basis for M! . 

Now let e1 , ••• , e .. be a local orthonormal frame field on U, and let 
w1 , ••• , w .. be the dual 1-forms. That is, 

(2) 

Then w1 , ••• , w .. form a local orthonormal coframe field on U. Consider 
now two local orthonormal coframe fields w1 , ••• , w .. on U and w~, ... , w~ 
on U'. Then on U n U' 

(3) w1 A · · · A w,. = det(a)w~ A··· A w~ 

where a is an orthogonal matrix whose entries are C 00 functions on U n U'. 
Thus 

(4) w1 A··· A w,. = ±w~ A··· A w~. 

Now assume that M is oriented. A local coframe field w1 , ••• , w .. 
on U will be called oriented if w1 A • • • A w .. belongs to the orientation at 
each point of U. Choose a local oriented orthonormal coframe field about 
each point of M. Then the corresponding n-forms w 1 A ···A w .. agree on 
overlaps, and therefore determine a globally defined nowhere-vanishing 
n-form w on M. This form w is called the volume form of the oriented 
Riemannian manifold M. Its integral over M is the volume of M. 

In Exercise 13 of Chapter 2, the star operator * was introduced on 
A(V) for an oriented inner product space V. On an oriented Riemannian 
manifold M, we therefore have * defined on A(M!) for each m. It is easy 
to see that * takes smooth forms to smooth forms, so we have a linear 
operator 

(5) •: E 11(M)--+-E"-11(M), 
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which, according to Exercise 13 of Chapter 2, satisfies 

(6) ** = (-1)P<n-p). 

We already know from 4.8 how to integrate n-forms over an oriented 
n-dimensional manifold. Now in the case of an oriented Riemannian mani
fold M, we define the integral over M of a continuous function/ with compact 
support to be the integral of the (continuous) n-form *f = fw. That is, 

(7) f !=f *f= r fw. 
M M 1"J 

Actually, the orientation was convenient but not necessary in the defini
tion off 111 f If M is a (not necessarily oriented) Riemannian manifold, 
we define the integral of continuous functions with compact support as 
follows. Let { Ua} be a cover of M by interiors of regular n-simplices a/1., 
and let w111., ••• , wna be a local orthonormal coframe field defined on a 
neighborhood of aa(Lln). Then there exist C"' functions ha on neighborhoods 
of Ll n such that 

baa(w1a A··· A wna) = ha dr1 A· · · /1. dr n. 

Let {cpa} be a partition of unity subordinate to the cover { Ua}, and let f be 
a continuous function with compact support on M. Then we define 

(8) f f = ~ r (cpl1.f) 0 (JIX lhal drlA ... A drn. 
M a Jan 

That this definition is independent of the cover and partition of unity chosen 
follows from an argument similar to the one at the end of 4.8. In the case of 
an oriented Riemannian manifold, (8) and (7) agree. 

In classical vector analysis the gradient of a function f on R n is defined 
n 

to be the vector field ~ (offorJofor;, and the divergence of a vector field 
n i=l n 

v = LV; of or; is defined to be the function L ov~for;. We extend these 
i=t i=t 

notions to general Riemannian manifolds as follows. Recall that the metric 
gives us canonical isomorphisms M m r'ooJ M!. We shall for convenience 
denote such isomorphisms by a tilde, so that if v E M m, then iJ will be the 
corresponding dual element in M!; and if w EM!, then w will be the corre
sponding vector in M m. Then ifjis a function on M, its gradient is the vector 
field 

(9) grad/= df 

If Vis a vector field on an oriented Riemannian manifold, then its divergence 
is the function 

(10) 

Note that since div V involves * twice, it is actually defined independent of 
orientability. 
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Stokes' theorem has an equivalent version on Riemannian manifolds 
known as the divergence theorem. This theorem says that if V is a 
smooth vector field with compact support on a Riemannian manifold M, if D is a 
regular domain in M, and if n is the unit outer normal vector field on oD, 
then 

(11) ( div V = ( (V,n). 
Jn Jan 

The proof is left to the reader as an exercise. (For a few additional remarks 
see Exercise 4.) 

4.11 Integration on a Lie Group Let G be an n-dimensional Lie 
group. We observed in 4.3(a) that G is orientable. We now fix once and for 
all an orientation on G. 

Consider the left invariant n-forms on G. Since such a form is uniquely 
determined by its value at one point, and since the nth exterior power of an 
n-dimensional vector space is one-dimensional, there is exactly a one
dimensional space of left invariant n-forms on G. Choose a non-zero left 
invariant n-form w consistent with the fixed orientation on G. 

Since G is oriented, the integral of compactly supported n-forms is defined 
on G as in 4.8. We now define, with respect to w, the integral of a compactly 
supported continuous function f on G by setting 

(1) 

The integral (I) depends, of course, on the choice of the non-zero 
left invariant n-form w consistent with the orientation on G. But since such 
forms are uniquely determined up to a positive constant multiple, so is the 
integral (l ). In the case of a compact group G, we can and always will 
fix the choice of w by requiring the normalization 

(2) 

Consider the diffeomorphism Ia, which is left translation by the element 
r1 of G. Then since Ma(w) = w, Ia is orientation-preserving, so that, 
according to 4.8(5), 

(3) JJ= fa!w = Ldla(fw) = L(fo la)w = Lfo la. 

In view of property (3)-that the integral of a function f on G is the same 
as the integral of any of its left translates f o I a -we call the integral (I) 
left invariant. 
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Now we ask to what extent the integral (1) is also right invariant. That is, 
when do we have 

(4) 

for each e1 e G? The form llr ,w is still left invariant, since 

MT llr ,w = llr, M,w = llr ,w. 

Thus llr ,w is some constant multiple of w. Thus there is defined a function 
1 of G into the non-zero real numbers such that 

(5) llr,(w) = A(CT)w. 

It is easily checked that 1 is CCX). We let 

(6) A(C1) = IA(CT)j. 

Observe that 

(7) 

so that A is a Lie group homomorphism of G into the multiplicative group of 
positive real numbers. A is called the modular function. Now since, by 
4.8(5), for each e1 in G 

it follows that the integral (1) is right invariant if and only if A = I on G. 
A Lie group G for which A = 1 is called unimodular. We observe that 
each compact Lie group G is unimodular since for each e1 e G 

1 = Lw = A(CT) Lw = A(CT). 

Thus the integral on a compact Lie group is both left and right invariant. 

4.12 Application of 4.11 A typical application of the integral on 
a compact Lie group is the following. 

Let G be a Lie group, and let ~= G---+ Aut(V) be a representation into 
the automorphisms of a real or complex inner product space V. The 
representation ~ is called unitary (respectively orthogonal) in the case in 
which Vis a complex (respectively real) inner product space if 

(1) (~(r)v, ~(T)W) = (v,w) 

for all v and win V and for all T e G. 
Let G be compact and V complex (respectively real). Then there is an 

inner product on V with respect to which ~ is unitary (respectively orthogonal). 
The proofs in the real case and in the complex cases are similar. Let { , } 
be any inner product on V. We set 
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(2) (v,w) = L{a.(a)v,a(a)w} du, 

where we use da to denote that we are considering the integrand as a function 
of <1 in G. It is immediate that ( , ) is again an inner product. That (1) 
holds follows from the right invariance of the integral on G: 

(«(T)v,oc(r)w) = L{a.(cr)a.(T)v,a.(a)a(T)w} da 

= L{a(<TT)v,a.(a-r)w} da = L{a(cr)v,a(cr)w} dcr = (v,w). 

DE RHAM COHOMOLOGY 

4.13 Definition A p-form a. on a differentiable manifold M is called 
closed if doc = 0. It is called exact if there is a (p - 1) form {J such that a = d{J. 
Since d2 = 0, every exact form is closed. The quotient space of the real 
vector space of closed p-forms modulo the subspace of exact p-forms is 
called the pth de Rham cohomology group of M. 

(1) H~eR(M) = {closed p-forms}/{exact p-forms}. 

4.14 Example Consider the case of the unit circle S1• Since there are 
no non-zero p-forms on S1 for p > 1, all of the cohomology groups HSe R (S1) 

are zero except possibly for p = 0, 1. There are no exact 0-forms, and a 
closed 0-form on a connected manifold is simply a constant function, so 

(1) 

The "polar coordinate function" 0 on S1 is not well-defined globally since 
it is defined only up to integral multiples of 27T. However, its differential 
dO is a globally well-defined nowhere-vanishing 1-form on Sl. In fact, dO 
is the volume form of the natural Riemannian metric which S1 inherits from 
IR2• Now, d(J is not exact, for if it were, its integral over Sl would have to 
be 0 rather than 27T. All 1-forms on S1 are closed. We claim that if a. is 
a 1-form, then there is a constant c such that a. - c dO is exact. For let 
a.= f(O) dO, let 

c = ..!.f a., 
27T gl 

and let 

g(O) = f (/(0) - c) dO. 

Since g(O + 21rn) = g(O) for every integer n, then g is a well-defined c~ 
function on S1 ; and dg = (f(O)- c) dO= a.- c dO. Thus every 1-forrn 
on S1 differs from a real multiple of dO by an exact form. Consequently, 

(2) HJeR(S1) ~ IR. 



154 Integration on Manifolds 

4.15 Effect of Mappings Let f: M ~ N be a coo map. Then the 
algebra homomorphism tJf: E*(N) ~ E*(M) commutes with d, according 
to 2.23, and hence maps closed forms to closed forms and exact forms to 
exact forms. Thus it induces a homomorphism 

(1) 

for each integer p ~ 0. If, in addition, g: N ~ X is coo, then 

(2) (g 0 f)* = !* 0 g*. 

Clearly the identity map id: M ~ M induces the identity on de Rham 
cohomology: 

(3) (id)* = id. 

It follows from (2) and (3) that a diffeomorphism f: M ~ N induces iso
morphisms on de Rham cohomology. Thus the de Rham cohomology is a 
differentiable invariant of a differentiable manifold M. We shall prove in 
Chapter 5 that it is actually a topological invariant. That is, the de Rham 
cohomology groups depend only on the underlying topological structure of 
M and do not depend on the differentiable structure. A key part in the proof 
of this fact is the de Rham theorem, a version of which we shall formulate 
now. First, we need to define the real differentiable singular homology 
groups of M. 

4.16 Real Differentiable Singular Homology Foreachintegerp ~ 0 
we let ooS,(M,IR) denote the real vector space generated by the differentiable 
singular p-simplices in M. Hence the elements of 00S,(M, IR) are precisely the 
differentiable singular p-chains in M with real coefficients. For p < 0, 
we let 00 S,(M,IR) be the zero vector space. The boundary operator a induces 
linear transformations 

(I) 

for each integer p, which for p ~ 0 are simply the zero transformation. 
According to 4.6(7), a, o ap+l = 0, so that the image of a:v+1 lies in the kernel 
of ap. The pth differential singular homology group of M with real coefficients 
is defined by 

(2) 

and is moreover a real vector space. Elements of ker a, are called differentiable 
p-cycles, and elements oflm aP+l are called differentiable p-boundaries. 

4.17 The de Rham Theorem We shall define a linear mapping 
of the de Rham cohomology HJ.eR(M) into the dual space 00 HP(M;IR)* 
of the real differentiable singular homology: 

(1) 
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Let a. be a closed p-form representing the de Rham cohomology class {a.}, 
and let z be a p-cycle representing the real differentiable singular homology 
class {z}. Then (1) is defined by 

(2) {a.}({z}) = i a.. 

That (2) is independent of the representatives a. and z chosen follows im
mediately from Stokes' theorem I (4.7). 

The de Rham theorem asserts that (1) is an isomorphism. This will be 
proved in 5.36 and 5.37. The real numbers determined by the integrals of a 
differential form over differentiable cycles are called the periods of the 
differential form. Now, Stokes' theorem I says that the periods of an 
exact form are all zero. The injectiveness of the isomorphism (1) gives a 
converse, namely, if a closed form has all of its periods zero, then it is 
an exact form. The surjectivity of (1) says that if a real number per(z) is 
assigned to each cycle z in such a way that 

(3) per(boundary) = 0, 

then there is a closed form a. on M such that for all cycles z 

(4) i a.= per(z). 

A key ingredient in the proof of the de Rham theorem (see 5.28) is the 

4.18 Poincare Lemma Let U be the open unit ball in Euclidean space 
IR11 , and let £k(U), as usual, be the space of differential k-forms on U. Then 

for each k ~ 1 there is a linear transformation hk: £k(U)- £k-1(U) such that 

(1) hk+l 0 d + d 0 hk = id. 

PROOF We begin with formula 2.25(d), which expresses the Lie 
. derivative in terms of exterior differentiation and interior multiplication: 

(2) Lx = i(X)od+ doi(X). 

We shall apply (2) to the radial vector field 

(3) 
11 a 

X= Iri-
i=l ori 

on U. We define a linear operator a.k on £k(U) by setting 

(4) a.k(f dri 1 A··· A dr;k)(p) = (ftk-1f(tp) dt) dri1 A··· A dr;k(p) 

and extending linearly to all of £k(U). Now with X defined by (3), 
we show that 

(5) 
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For, using the fact that Lx is a derivation which commutes with d, 
we have 

(6) rxk o Lx(f dr;1 A· • • A dr;~)(p) 

= rxk{ ( kf +I r; ::,) dr;1 A • • ·A dr;k}(p) 

= (ftk-t( kf(tp) +I r;(tp) ::.IJ dt) dr;1 A··· A dr;k(p) 

= (i1 :t (tk_{(tp)) dt) dr;1 A • · • A dr;t(p) 

= f(p) dr;1 A • • • A dr;t(p). 

From (5) and (2) we obtain 

(7) 

on Ek(U) with X given by (3). Now rx commutes with d; that is, 

(8) 

For 

rxk o d(f dr;1 A··· A dr;t_1)(p) 

= rxk (I of dr; " dr;1 " • • • " drik-l) (p) 
or; 

= ( rltk-1 I of I dt) dr;" dr;l 1\ • •• "dr;k_l(p) Jo or; t,p 

= d(ftk-~(tp) dt) dr;1 A··· A dr;k_1(p) 

= do rxk_1(f dr;1 A • · • A dr;t_1)(p). 

Thus from (8) and (7) we obtain 

(9) id = rxk o i(X) o d + do rxk-1 o i(X) 

on Ek(U). Thus the desired linear transformation hk which yields (1) 
is obtained by setting 

(10) hk = rxk_1 o i(I r; i.). 
or; 

Corollary (a) If w is a k{orm, k ~ 1, on the open unit ball in fR" and 
dw = 0, then there exists a (k - 1) form fJ (namely hk(w)) such that dfJ = w. 

Corollary (b) The de Rham cohomology groups of the open unit ball in 
fR n are all zero for p ~ 1. 
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4.19 Remark Let / 1 and / 2 be C"' maps of M into N. Then we have 
induced maps 

(1) dh: Ek(N) --+ Ek(M) for each k. 

If we wish to prove that d/1 and d/2 both induce the same homomorphism 
on de Rham cohomology, then we need only find a collection of linear 
transformations 

(2) 

such that 

(3) 

For then, if ex is a closed form on N, df1(oc) and df2(oc) differ by an exact 
form, and thus lie in the same cohomology class. Such a collection of linear 
transformations {hk} is called a homotopy operator for / 1 and / 2 • In the 
Poincare lemma we found a homotopy operator between the identity map 
of the open unit ball U and any constant map (range I point) of U into itself. 

EXERCISES 

1 Prove the assertion of 4.3(c) that a d-dimensional manifold X for 
which there exists an immersionf: X--+ 1Rd+1 is orientable if and 
only if there is a smooth nowhere-vanishing normal vector field 
along (X,f). 

2 Prove that the real projective space pn is orientable if and only if 
n is odd. (Hint: Observe that the antipodal map on then-sphere 
sn is orientation-preserving if and only if n is odd.) 

3 Carry out in detail the proof of the existence of local orthonormal 
frame fields on a Riemannian manifold. 

4 Prove the divergence theorem 4.10(11). First assume Misoriented 
and use Stokes' theorem together with the identity 

(1) r *v = r <v,n>. Jan JaD 
The easiest way to see (1) is to choose a local oriented orthonormal 
frame field e1 , •.. , en on a neighborhood of a point of iJ D, such that 
at points of oD, e1 is the outer unit normal vector and e2 , ••• , en 
form an oriented basis of the tangent space to oD. Then express 
* V and ( V,ii) in terms of this local frame field and its dual co frame 
field w1 , ••• , wn. Finally, show that the theorem holds for a 
regular domain D in a Riemannian manifold M which is not 
necessarily orientable. 
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5 Let M be an oriented Riemannian manifold, let f and g be C"" 
functions on M, and let D be a regular domain in M. The Laplacian 
of g, denoted ~g. is defined by 

(1) ~g = -•d•dg. 

(For more on the Laplacian, see Chapter 6. Observe that our 
n 

choice of sign for the Laplacian yields ~g = - I o2g/ori2 for g 
i=l 

a coo function on Euclidean space IR n with its standard Riemannian 
structure in which {ofori} is an orthonormal basis of each tangent 
space.) If ii is the unit outer normal vector field along oD, we let 
ogfon denote ii(g). Prove the following two Green's identities: 

Green's 1st: f f 0g = f (grad/, grad g)- f f~g. Jan on Jn Jn 

Green's 2nd: r (!og- go!)= r (g~f-f~g). 
Jan on on Jn 

6 Let w be the volume form of an oriented Riemannian manifold of 
dimension n. Let X1 , ••• , Xn and Y1 , .•• , Yn be vector fields on 
M. Prove that 

w(X1 , ••• , Xn) · w( Y1 , ••• , Yn) = det{ (Xi, Y1) }. 

Prove also that 
w(X1 , ••• , Xn)w = 21 1\ • • • 1\ gn• 

where gi is the 1-form dual (via the Riemannian structure) to the 
vector field xi . 

7 Prove the differentiability of the function A: of 4.11(5). 

8 Let G be a compact (oriented) Lie group, and let oc(a) = a-1 for 
a E G. Prove that for every continuous function[ on G 

fi= fioot. 
9 Prove that a Lie group G has a hi-invariant Riemannian metric 

(that is, a metric such that both dltt and drt1 preserve the inner prod
ucts for each a E G) if and only if the closure of Ad( G) in Aut(g) 
is compact. 

10 (a) Prove that HSe R(rR n) = 0 for each p ;;::: I and each n ~ l. 

(b) Prove that ~e R(M)"' 1R for a connected manifold M. 

11 Determine the de Rham cohomology of the annular region 

1 < (r12 + '22)1/2 < 2 in fR2. 
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12 If (1. and {J are closed differential forms, prove that (1. A {J is closed. 
If, in addition, {J is exact, prove that (1. A {J is exact. 

13 Consider the 1-form (1. = (x2 + 7y) dx + ( -x + y sin'y2) dy on IR2. 
Compute its integral over the following 1-cycle z. 

y 

(0, 2) 

(1, 0) 

14 Let (1. = (2x + y cos xy) dx + (x cos xy) dy on IR2• Show that a. 
is closed. Show that a. is exact by finding a function f: IR 2 -+ IR 
with a. = df What would the integral of a. over the cycle of Exercise 
13 be? 

15 Let 1 x dy- y dx 
IX=- . 

27T X2 + l 
Prove that a. is a closed 1-form on IR2 - {0}. Compute the integral 
of a. over the unit circle S1• How does this result show that a. is 
not exact? How does this show that <5i(a.) is not exact, where 
i: S1 -+ IR2 is the canonical imbedding? 

16 (a) Prove that every closed 1-form on S2 is exact. 

(b) Let 
r1 dr2 A dr3 - r2 dr1 A dr3 + r3 dr1 A dr2 

(]= 

(rl2 + r22 + raa)a;z 

in IR 3 - {0}. Prove that G is closed. 
(c) Evaluate fszG. How does this show that G is not exact? 

(d) Let 

rl drl + r2 drs + ... + r n dr n 
IX= 

(rl2 + r22 + ... + rn2t/2 

in IR n - {0}. Find •a., and prove that *IX is closed. 

(e) Evaluate f •a.. Is •a. exact? 
8 n_l 

17 Using de Rham cohomology, prove that the torus T2 is not diffeo
morphic with the 2-sphere S2• 
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18 (a) Prove that every closed 1-form in the open shell 

in IR 3 is exact. 

(b) Find a 2-form in the above shell that is closed but not exact. 

(c) Prove that the above shell is not diffeomorphic with the open 
unit ball in IR 3• 

19 Let f and g be c«> maps of M into N which are coo homotopic; 
that is, there exists a c«> map F of M x ( -e, 1 + e) into N, for 
some e > 0, such that F(m,O) = f(m) and F(m,1) = g(m) for 
every m e M. Prove that the induced homomorphisms f* and g* of 
HSe R(N) into HS.e R(M) are equal for each integer p. (Hint: You 
will need to prove that the two injections i0{m) = (m,O) and 
i1(m) = (m,1) of Minto M x ( -e, 1 +e) induce the same homo
morphisms on de Rham cohomology. To prove this, find suitable 
homotopy operators. The outline of the proof of the Poincare 
lemma 4.18 should be helpful.) 

20 (a) Let f: Mn -. IR n+t be an immersion, and let Mn be given the 
induced Riemannian structure; that is,. for m e.M and 

(u,v)m = (df(u), df(v))1<ml. 

Suppose that M is oriented, and that ii is the oriented unit 
normal field along f(Mn). (This means that ii, df(v1), ••• , 

df(vn) is to be an oriented orthonormal basis of the tangent 
space to Euclidean space at f(m) whenever v1 , ••• , vn is an 
oriented orthonormal basis of Mm.) Show that the volume 
form on M is given by 

w = df(i(ii)(dr1 A··· A drn+1)). 

(b) Let D be an open set in the xy plane, and let cp: D-. IR 3 

be a smooth map of the form 

cp(x,y) = (x,y,f(x,y)). 

Thus cp determines an imbedded surface in IR3• Give D and 
IR 3 the standard orientations. Use part {a) to prove that the 
induced volume form on D is given by 
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The principal objective in this chapter is a proof of the de Rham theorem, 
one version of which we have stated in 4.17. In its most complete form it 
asserts that the homomorphism from the de Rham cohomology ring to the 
differentiable singular cohomology ring given by integration of closed forms 
over differentiable singular cycles is a ring isomorphism. The approach will 
be to exhibit both the de Rham cohomology and the differentiable singular 
cohomology as special cases of sheaf cohomology and to use a basic unique
ness theorem for homomorphisms of sheaf cohomology theories to prove 
that the natural homomorphism between the de Rham and differentiable 
singular theories is an isomorphism. As an added dividend of this approach 
we shall also obtain the existence of canonical isomorphisms of the de Rham 
and differentiable singular cohomology theories with the continuous singular 
theory, the Alexander-Spanier theory, and the Cech cohomology theory for 
differentiable manifolds. From these isomorphisms we shall conclude that 
the de Rham cohomology theory is a topological invariant of a differentiable 
manifold. 

No previous knowledge of sheaf theory nor of any of these cohomology 
theories is assumed. We shall develop those aspects of the theories necessary 
for our applications. We begin with an introduction to the theory of sheaves 
and _sheaf cohomology. Our approach is based largely on the development 
given by Cartan in [4]. The interested reader will find more general treat
ments ofsheaftheory in Cartan [4], Godement [7], and Bredon [3]. Sheaves 
are a very powerful tool in the study of complex manifolds. For an excellent 
account of their use in the theory of Riemann surfaces, see Gunning [8]. 

Let M be a differentiable manifold. Recall that M is assumed to be second 
countable and is therefore paracompact. It should be pointed out that nearly 
all of the sheaf theory presented in this chapter depends only on M being a 
paracompact Hausdorff space. The differentiable structure on M will be 
invoked only in a few examples and in the discussions of the de Rham 
cohomology (5.28) and the differentiable singular cohomology (5.31); and, 
in addition, the locally Euclidean structure will be invoked in the discussion 
of the singular cohomology (5.31). Otherwise, M need only be a paracompact 
Hausdorff space. 
162 
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Throughout this chapter, K will be a fixed principal ideal domain. We 
shall treat sheaves of K-modules over M. The most important cases to keep 
in mind are these: 

(i) K is the ring of integers Z, whence a K-module is simply an abelian 
group. 

(ii) K is the field of real numbers fR, whence a K-module is simply a real 
vector space. 

For the first few sections of this chapter, K could be any ring. The additional 
property that K is a principal ideal domain will be used first in 5.13. 

SHEAVES AND PRESHEAVES 

5.1 Definitions A sheaf S of K-modu/es over M consists of a topological 
space S together with a map 7T: S-+ M satisfying: 

(a) 7T is a local homeomorphism of S onto M. 

(b) 7T-1(m) is a K-module for each m EM. 

(c) The composition laws are continuous in the topology on S. 

We elaborate on (c). Let So S be the subspace of S x S consisting of all 
pairs (s1,s2) such that 1r(s1) = 7T(s2). Then (c) requires that the map 
(s1 ,s2) ~ s1 - s2 of S o S -+ S be continuous, and that each of the maps 
s ~ ks of S -+ S for k E K be continuous. It follows easily that the 
maps s ~ ( -s) and (s1 ,s2) ~ s1 + s2 also are continuous. Sheaves of K 
algebras are defined similarly, with the additional requirement in (c) that 
the map (s1 ,s2) ~ s1 • s2 of S o S -+ S be continuous. 

The map 7T is called the projection; and the K-module Sm = 7T-1(m) is 
called the stalk over m E M. Let U c M be open. A continuous map 
f: U-+ S such that 7T of= id is called a section of S over U. The 0-section 
is the section which associates with mE U the zero element of Sm. We let 
P(S,U) denote the set of sections of 8 over U. We make P(S,U) into a 
K-module as follows. Let f and g belong to P(S,U), and let k E K. We 
define the sum off and g to be the section 

(/ + g)(m) = f(m) + g(m) 

and we define a section kf by setting 

(kf)(m) = k{f(m)) 

(mE U), 

(mE U). 

With these operations, P(S,U) becomes a K-module. The module of sections 
of S over M (global sections) will simply be denoted by P(S). Observe that 
since 7T is a local homeomorphism, sections are open maps; and if sections f 
and g agree at mE M, then they must agree on a neighborhood of m. 
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S.2 Examples The most elementary example of a sheaf over M is that 
of a so-called constant sheaf f§ = M x G, where G is a K-module with the 
discrete topology and ~ is given the product topology. Here the projection 
is simply 1r(m,g) = m. 

A less trivial example is the following. Let F m denote the set of germs of 
coo functions at mE M (as in 1.13), and let 

(1) ~00(M) = U Fm. 
meM 

When it will introduce no confusion, we shall denote ~00(M) simply by ~oo. 
We define the projection 1r: ~oo-+ Min the obvious fashion so that f E F,<r>. 
Associate with each open set U in M and each coo function f on U the set 

U fmC ~oo, 
meU 

where fm is the germ off at m. The collection of these sets forms a basis for 
a topology on rcoo which makes ~oo into a sheaf of real vector spaces (in 
fact, a sheaf of algebras since each Fm has an algebra structure). ~00 (M) 
is called the sheaf of germs of coo functions on M. Similarly, one constructs 
the sheaf ~11(M) of germs of functions of class C11 on M for each integer 
p~O. 

S.3 Remark One should be cautioned that sheaves are generally not 
Hausdorff spaces. A simple example is provided by the sheaf ~0(1R) of 
germs of continuous functions on the real line. Let g(t) = 0, let f(t) = 0 
fort~ 0, and letf(t) = t fort> 0. Then the germs offandg at the origin 
are distinct elements of ~0( IR); however, f and g have the same germ for 
each t < 0. It follows that the germs offandg at the origin cannot be separ
ated by disjoint open sets in ~0(1R). 

S.4 Definitions Let Sand S' be sheaves on M with projections 1T and 
1r' respectively. A continuous map cp: S-+ S' such that 1r' o cp = 1r is called 
a sheaf mapping. Observe that sheaf mappings are necessarily local homeo
morphisms, and they map stalks into stalks. A sheaf mapping cp which is a 
homomorphism (of K-modules) on each stalk is called a sheaf homomorphism. 
A sheaf isomorphism is a sheaf homomorphism with an inverse which is 
also a sheaf homomorphism. 

An open set &lin the sheaf S such that the subset &lm = &l fl Sm is a 
submodule of Sm for each m E M is called a subsheaf of S. It is clear that a 
subsheaf of S, with the natural topology and the projection map which it 
inherits from S, is again a sheaf. 

Let cp: S -+ $'" be a homomorphism of sheaves. The kernel of cp (ker cp) 
is the subset of S which maps under cp into the 0-section of$'", and is in fact 
a subsheaf of S. The subsheaf cp(S) c $'" is called the image of cp (im cp). 
In the case in which cp is one-to-one, we shall often identify S with cp(S) 
and speak of the subsheaf S of$'". 
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Let /!l be a subsheaf of 8. For each mE M, let .r m denote the quotient 
module Smf/!lm, and let 

(1) 

Let r: 8 ---+- .r be the natural map which associates with each element of 
Sm its coset in .r m, for each m, and give .r the quotient topology. That is, 
a set U in .r will be open if and only if r-1(U) is open in 8. Then, with this 
topology and with the natural projection which maps each element of .r m 
to m, .r is a sheaf over M and r: 8---+- .r is a sheaf homomorphism. We 
leave the details as an exercise. .r is called the quotient sheaf of 8 modulo fJl. 

If ({>: 8---+- .r is a homomorphism of sheaves, then it is easily checked 
that the natural map Sfker ({>---+- im ({>given by (s + (ker ({>ISm)) 1-+ ({>(s) for 
S E 8m is a sheaf isomorphism. 

A sequence of sheaves and homomorphisms 

(2) 

is called exact if at each stage the image of a given homomorphism is the 
kernel of the next. Exact sequences of K-modules are defined similarly. 
Observe that (2) is exact if and only if for each m E M the induced sequence 
of homomorphisms of the stalks over m, namely, 

(3) 

is exact. If /!lis a subsheaf of 8, and .r is the quotient sheaf 8/!!l, then the 
natural sequence of homomorphisms 

(4) 

is exact, where 0 denotes the constant sheaf over M whose stalk over each 
point is the ttivial K-module consisting of only one element. Exact sequences 
of the form ( 4) consisting of only five terms with the first and last being 
the 0 sheaf are called short exact sequences. Short exact sequences of 
K-modules are defined similarly. 

S.S Presheaves ApresheafP = {Su;Pu.v} of K-modules on M consists 
of a K-module Su for each open set U in M and a homomorphism 
Pu.v: Sv---+- Su for each inclusion U c V of open sets in M, such that 
Pu.u = id, and such that whenever U c V c W, the following diagram 
commutes: 

(1) 

Su 
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A typical example of a presheaf is the following. Associate with each 
open set U in M the algebra C00 (U) of coo functions on U, and let Pu.v 
be the map which restricts a coo function on V to a coo function on U. 
This yields a presheaf {C00 (U);pu·.v} of real vector spaces (in fact algebras) 
on M. Similarly, one could associate with U the vector space of p-forms 
on U for some fixed p and again let Pu.v be the restriction mapping. 

Let P = {Su;Pu.v} and P' = {S:_,;pu,v} be presheaves on M. By a 
presheaf homomorphism of P to P' we mean a collection { <pu} of homomor
phisms <pu: Su - S~ such that 

(2) Pu.v o <pv = <pu o Pu .v 

whenever U c V. A presheaf isomorphism is a presheaf homomorphism 
{ <pu} in which each <pu is an isomorphism of K-modules. 

S.6 The Relationship between Sheaves and Presheaves Each sheaf 
S gives rise canonically to a presheaf {r(S,U);pu,v}. Here we associate 
witli each o~n set U in M the K-module r(S,U) of sections of S over U, 
and to each inclusion U c V of open sets in M we associate the homo
morphism 

(I) Pu.v: r(S,V)- r(S,U) 

which maps a section of S over V to its restriction to U. We shall denote 
this map of sheaves to presheaves by Cl. We call Cl(S) the presheaf of sections 
of the sheaf S. 

Conversely, we shall now show that each presheaf canonically determines 
a sheaf, which we call its associated sheaf In practice, many sheaves will 
in this manner arise naturally from presheaves. The best example to keep 
in mind during the following construction is the presheaf {C00 (U};pu,v}; 
its associated sheaf will be the sheaf of germs of coo functions on M. 

Let P = {Su;Pu.v} be a presheaf of K-modules on M. Let mE M, 
and letS! be the disjoint union of each of the modules Su for which m E U. 
If we set f E S u equivalent tog E Sv if and only if there is a neighborhood W 
ofm with W c U f"'\ V su~h that Pw.uf= Pw.vK• we obtain an equivalence 
relation on S!. The set Sm of equivalence classes of elements of S! will 
be the stalk of the associated sheaf over m. If mE U, let Pm.u: Su- Sm 
be the natural projection which assigns to each element of S u its equivalence 
class. Let f E S u and g E Sv be representatives of classes s1 and s2 in Sm 
respectively. There exists a neighborhood W of m such that W c U f"'\ V. 
Define addition in Sm by setting 

(3) S1 + Sz = Pm,w(Pw.uf+ Pw.vg), 

and define multiplication by k E K by setting 

(4) ks1 = Pm,u(kf). 
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It is easy to check that the operations in (3) and (4) are well-defined and give 
Sm the structure of a K-module such that the maps Pm, u are all homo
morphisms. Sm is known as the direct limit of the modules Su for U 
containing m. Now let 

(5) 

and let 1r: S->- M be the obvious projection such that 1r(Sm) = m. We 
topologize S by taking for a basis of the topology the collection of subsets 
of S of the form 

(6) 

for the various f E S u and the various open sets U in M. This collection 
does indeed form a basis for a topology on S, for if s E 0 1 ('I Ou, say s = 

Pv.uf = Pv.vg, then there is a neighborhood W of p with W c U ('I V 
for which Pw.uf = Pw,vg, from which it follows that s E OPw.uf c 0 1 ('I Ou. 

We claim that S is a sheaf over M with projection 7T. Now 7T is a local 
homeomorphism since it is a homeomorphism on each 0 1 . Each stalk Sm 
has been given the structure of a K-module, so finally we need only check 
that the composition operations are continuous. Consider first multiplica
tion by k E K. Let s E S, and let 0 be an open neighborhood of ks. Let 
s = Pv. uf Then Ok1 is also an open neighborhood of ks. Let V be a neigh
borhood of p contained in 1r( Ok1 n 0). Then 0 P 1 is an open neighborhood 

v.u 
of s which maps under multiplication by k into the open neighborhood 
0 Pv.ukt c 0 of ks. Finally, we show that the map (s1 , s2) H s1 - s2 of 
So S->- S is continuous. For let 0 1 be an open neighborhood of s1 - s2 , 

say s1 - s2 = Pv.uf, and let s1 = Pv.vg and s2 = Pv.wh. Then there exists 
an open neighborhood Q of p with Q c U n V ('I W such that 

(7) PQ.uf = PQ.vg- PQ.wh. 

It follows that the open neighborhood 

(8) 

of (s1 , s2) maps into 0 1 . Thus the composition operations are continuous, 
and S is a sheaf over M with projection 7T. S is called the sheaf associated 
with the presheaf P. We shall denote this map of presheaves to sheaves by 
f3; thus S = fJ(P). 

Clearly, each sheaf homomorphism cp: S ->- !T gives rise to a presheaf 
homomorphism between the presheaves of sections tX(S) and tX(!T) by com
posing elements of r(S,U) with cp. Conversely, a presheaf homomorphism 
{ Cfiu} from P toP' canonically induces a homomorphism cp of the associated 
sheaves {J(P) and {J(P') such that 

(9) P~.u o Cfiu = CJl o Pv.u 
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for each open set U in M and each p E U. Moreover, in going in either direc
tion, from homomorphisms of sheaves to homomorphisms of presheaves, 
or vice versa, the composition of two homomorphisms induces the composi
tion of the corresponding homomorphisms. 

Suppose now that we start with a sheaf S, take its presheaf ot(S) of sections, 
and then form the associated sheaf P( ot(S)), thus obtaining the sheaf of germs 
of sections of S. Then the sheaves S and P( ot(S)) are canonically isomorphic. 
Indeed, let ~ E P( ot(S)) be the germ at p of some sectionf of S over an open 
set U containing p; that is, ~ = P'P.uf for /E f(S,U). Then ~ ~---+ f(p) 
determines a well-defined map fl{ot(S))-+ S which is a sheaf isomorphism. 
We leave the details as an exercise. 

Generally, however, if we start with a presheaf P and take the presheaf 
ot(fl(P)) of sections of the sheaf associated with P, we may get a presheaf 
quite distinct from P. For example, let P = {Su ;pu,v} where Su is the 
principal ideal domain K for each U, and all restrictions Pu.v for U;: V are 
identically 0. Then the presheaf ot(fl(P)) assigns to each open set U in M the 
zero K-module. The conditions of the following definition are clearly 
necessary if P is to be isomorphic with ot(fl(P)), and it will be shown in 5.8 
that they are also sufficient. 

5.7 Definition A presheaf {Su;Pu.v} on M is said to be complete if 
whenever the open set U is expressed as a union U U,. of open sets in M, 
the following two conditions are satisfied: ,. 

( C1) Whenever f and g in S u are such that p u ,.. uf = p u ,.. ug for all ot, 
thenf= g. 

(C2) Whenever there is an element!,. E Su,. for each ot such that 
Pu,.nup.u,.h = Pu,.nup.upfP for all ot and P, then there exists 
/E Su such that/,.= Pu,..uJfor each ot. 

5.8 Proposition If P is a complete presheaf, then ot(fl(P)) is canonically 
isomorphic with P. 

PROOF Let P = {Su;Pu.v}· We define a presheaf homomorphism 
from P to ot({l(P)) as follows. For each open set U in M we map 

(1) Su-+ f(fl(P),U) 

by sending the element f of S u to the section 

(2) p ~---+ P'P.uf 

of fl(P) over U. To prove that this presheaf homomorphism is an 
isomorphism, we need to prove that each of the homomorphisms (1) 
are isomorphisms. Injectivity follows from 5.7(C1), for if fin Su maps 
to the 0-section, then there exists a cover { U,.} of U such that Pu ,.. uf = 
Pu,..u(O). Therefore f = 0 E Su by (C1). To prove surjectivity, let c 
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be a section of fl(P) over U. Then for each p E U, there is a neighborhood 
UP of p and an element !P E SuP such that 

(3) Pq.UJP = c(q) 

for all q E UP. It follows from (3) and 5.7(C1) that for each p and q 
in U, 

(4) 

Thus, according to 5.7(C2), there existsjE Su such that 

(5) !P = Pu p.uf 

for each p E U. It follows from (5), (3), and (2) that f maps to c under 
the homomorphism (1). 

5.9 Tensor Products Before we define the tensor products of sheaves 
and presheaves, we need a few preliminary remarks. The definition of the 
tensor product S 0 T of K-modules S and T is completely analogous to 
that for the special case 2.1 of tensor products of IR-modules. Iff: S - S' 
and h: T- T' are homomorphisms of K-modules, then their tensor product 
f 0 h is the homomorphism of S 0 T into S' 0 T' uniquely associated by 
the universal mapping property 2.2(a) with the bilinear map 

(I) (s,t) H f(s) 0 h(t) 

of S x Tinto S' 0 T'. 

Observe that if S is a K-module, then there is a canonical isomorphism 

(2) S 0 K ,....._ S. 

Indeed, let f: S 0 K- S be the homomorphism determined by the bilinear 
map (s,k) H ks of S x K- S. Thenjis clearly surjective, and is also injec
tive since t (s; 0 k;) = (t k;s;) 0 I, so if f(t (s; 0 k;)) = 0, then 

! k;s; = 0, which implies ! (s; 0 k;) = 0. 
i i 

Now let P = {Su;Pu.v} and P' = {S~;P~.v} be presheaves on M. 
Then their tensor product is the presheaf 

(3) P 0 P' = {Su 0 S(r; Pu.v 0 Pu.v}· 

If { CJlu}: P- Q and { cp~}: P'- Q' are homomorphisms of presheaves 
( 5.5(2)), then their tensor product { CJlu} 0 { cp~} is by definition the homo
morphism { CJlu 0 cp~} of P 0 P' into Q 0 Q'. 

If S and .r are sheaves over M, we define their tensor product S 0 .r 
to be the sheaf associated with the tensor product of the pres heaves of sections 
of S and .r. That is, 

(4) S 0 .r = P( ot(S) 0 ot(.r) ). 
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Moreover, if cp: 8 ~ .r and y: 8' ~ $"' are sheaf homomorphisms, and 
if { Cfiu}: oc{8) ~ oc(9') and {Yu}: oc(8')-+: oc(ff') are the corresponding 
homomorphisms on the presheaves of sections, then we define the tensor 
product cp 0 y to be the homomorphism 8 0 8' ~ .r 0 $"' associated 
with the presheaf homomorphism 

(5) { Cflu} 0 {Yu}: oc(S) 0 oc(S') ~ oc(9') ® oc($"'). 

The reader should check that there is a canonical isomorphism 

(6) (8 ® 91m "-' 8m ® .r m• 

so in particular if :f is the constant sheaf M x K, then in view of (2) there 
is a canonical isomorphism 

(7) 

Moreover, if cp and y are sheaf homomorphisms as above, then the reader 
should check that 

(8) 

One might ask, "Why not define S ®.rand cp ® y by (6) and (8) rather 
than going to presheaves and back?" We could indeed proceed in this way, 
but it would involve a considerable duplication of previous work. The 
reason is that if we define the tensor products by (6) and (8), then we would 
also have to define the topology on S ® .r and check that the properties 
S.l(a) and (c) are satisfied, and would also have to prove that q:~ ® y is 
continuous. In defining 8 ® .rand cp ® y by going to presheaves and back, 
the work of showing that S ® .r is really a sheaf and that cp ® y is a sheaf 
homomorphism has already been carried out in the analysis of the maps 
oc and f:J of 5.6. 

5.10 Fine Sheaves A sheaf 8 over M is said to be fine iffor each locally 
finite cover {U.} of M by open sets there exists for each i an endomorphism 
/1 of S such that: 

(a) supp(/,) c U,. 

(b) 'I z. = id. 
i 

Here, by supp(l.) (the support oft.) we mean the closure of the set of points in 
M for which li I Sm is not zero. We shall call {/i} a partition of unity for 8 
subordinate to the cover { Ui} of M. 

An example of a fine sheaf is the sheaf ~eo(M) of germs of ceo functions 
on M. If { u.} is a locally finite open cover of M, let { cp.} be a partition of unity 
on M subordinate to this cover (Theorem 1.11). We obtain endomorphisms 

~ of the presheaf {ceo ( U) ;pu. v} by setting 

(1) 4(f) = (cpi I U) ·f forfE ceo(U). 

The associated sheaf endomorphisms /1 of Cf/co ( M) form a partition of unity 
subordinate to the cover { u.} of M. 
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Let Sand :Y be sheaves over M, with S fine. Then S 0 :Y is itself a fine 
sheaf. Indeed, if {/;} is a partition of unity for S subordinate to the cover 
{U;} of M, then {!; 0 id} is a partition of unity for S 0 .r. 

5.11 A sheaf homomorphism cp: S -+ :Y gives rise to a homomorphism 
r(S)-+ r(:Y) of the modules of global sections by composing sections of S 
with cp. We leave as an exercise the fact that a short exact sequence 

(1) 0-+ S' -+ S -+ S" -+ 0 

gives rise to an exact sequence 

(2) o-+ res')-+ res)-+ r(S"). 

However, the homomorphism r(S)-+ r(S") is generally not surjective. 
Consider the following example. 

Let SP,.P2 be the "skyscraper" sheaf over a connected M whose stalk 
is the zero K-module over each point except over the distinct points PI and 
p2 where the stalk is K. (Note that the topology on SP,.P2 is uniquely deter
mined by the requirement that SP,.P2 be a sheaf.) Let $' as usual be the 
constant sheaf with stalk K. There is an obvious homomorphism of $' 
onto SP,.P2 , namely, the homomorphism is zero on all stalks of$' except 
on those over PI and p2 where it is the identity map. However, the associated 
map r(f)-+ r(SP,.P) cannot be surjective for r(f)""' K, whereas 
r(sP,.P2)""' K EB K. 

Exactness of (1) is a purely local property, whereas exactness of (2) is a 
global property. We will see that certain sheaf cohomology modules will 
provide an extension of the exact sequence (2) and thus will provide a 
measure of the extent to which r(S)-+ r(S") fails to be surjective. 

5.12 Theorem Let cp: S -+Y be a surjective sheaf homomorphism with 
kernel &i. Suppose that &i is a fine sheaf Then the homomorphism 
r(S)-+ r(:Y) is surjective. 

PROOF Let t be a global section of :Y. We must construct a section s 
of S such that cp o s = t. By the continuity of cp and t and by the property 
5.1(a) of Sand :Y there is a covering {U;} of M by open sets and, for 
each i, a sections; of S over U; such that 

(1) cp 0 S; = t I U;. 

Since M is paracompact, we can assume that the cover { U;} is locally 
finite. The difference 

(2) 

is a section of the kernel &i over U; n Ui , and on U; n Ui n Uk the 
differences satisfy 

(3) 
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Now, let {1.} be a partition of unity for fJl subordinate to the cover 
{ u.} of M. Consider the section 11 o s;; of fJl over U, ~ U1 • Since the 
support of 11 lies in U1 , we can extend the section 11 o si1 to be a 
continuous section of fJl over Ui by defining it to be zero on points of 
u.- U1 • Let 

(4) 

Then s; is a section of fJl over u., and by (3) and (4) the difference 

over Ui ~ U1 • Thus 

(6) St - si = s1 - sj 

on Ui ~ U1 • It follows that if we set s(m) = (si - sD(m) for m e Ui, 
then s is a well-defined global section of 8 such that cp o s = t. 

5.13 Definitions A K-module X is torsionless if there is ng non-zero 
element x e X for which there exists a non-zero element k e K such that 
kx = 0. A sheaf of K-modules is said to be torsionless if each stalk is a 
torsionless K-module. 

We shall need the following basic lemma concerning tensor products 
and exact sequences. This is the first of two fundamental algebraic proposi
tions which we shall need in this chapter for which we shall not provide 
proofs. {The second proposition is the Kunneth formula, which we shall 
need in 5.42.) The proofs are rather long, are not of particular interest for 
our purposes, and would tend to obscure the main goals of the chapter. 
The interested reader can find a proof of the following lemma in Spanier 
[28, pp. 215, 221]. 

5.14 Lemma Let 

{1) o-A'-A-A" -o 
be an exact sequence of K-modules, and let B beaK-module. Then the induced 
sequence 

(2) A'® B-A ® B-A" ® B-0 

(whose homomorphisms are the homomorphisms of (1) tensored with the 
identity homomorphism of B) is exact, but A' ® B- A ® B is not necessarily 
injective. If, however, either A" orB is torsionless, then the full sequence 

(3) 0- A'® B- A® B- A"® B- 0 

is exact. 
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(We should point out that (3) is the first place in this chapter where the 
fact that the ring K is actually a principal ideal domain is used.) 

5.15 Theorem Let 

(1) 0 __. 8'----+ 8 __. 8" __. 0 

be an exact sequence of sheaves over M, and let ff be also a sheaf over M. 
Then if either ff or 8" is torsionless, then the sequence 

(2) 0 __. 8' ® ff __. 8 ® ff __. 8" ® ff __. 0 

is exact. If, in addition, either ff or 8' is a .fine sheaf, then the sequence 

(3) o- r(8' ® ff)- r(8 ® ff)- r(8" ® ff)- o 

is exact. 

PROOF The exactness of (2) follows from 5.14. If either ff or 8' is 
fine, then, according to 5.10, 8' ® ff is fine; and this together with 
(2) above, 5.11(2), and 5.12 proves that (3) is exact. 

COCHAIN COMPLEXES 

5.16 Definitions A cochain complex C* consists of a sequence of K
modules and homomorphisms 

(1) ... ----+ ca-l__. ca----+ CoH ----+ ... 

defined for all integers q such that at each stage the image of a given homo
morphism is contained in the kernel of the next. The homomorphism 
ca- ca+l (which we shall refer to as da, or simply d if the index q is not 
needed for clarification) is called the qth coboundary operator. The kernel 
Z«( C*) of da is the module of qth degree cocyc/es of the cochain complex 
C*, and the image Ba(C*) of d«-1 is the module of qth degree coboundaries. 
The qth cohomology module Ha( C*) is defined to be the quotient module 

(2) 

Let C* and D* be cochain complexes. A cochain map C* ----+ D* consists 
of a collection of homomorphisms Cq----+ Dq such that for each q, the diagram 

caH~DqH 

(3) i i 

commutes. It follows from (3) that a cochain map sends the module of 
q-cocyles of C* into the module of q-cocycles of D* and maps the module of 
q-coboundaries of C* into the module of q-coboundaries of D*, and thus 
induces a homomorphism of the cohomology modules 

(4) Ha(C*)----+ Ha(D*). 
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The composition C* - E* of two cochain maps C* - D* and D* - E* 
induces on the cohomology modules the homomorphism fill(C*)- fill(£*), 
which is the composition of fill(C*)---+ fill(D*) and fill(D*)- fill(£*). 

A sequence of cochain maps 

(5) 0 ----+- C* ----+- D* ----+- E* ----+- 0 

forms a short exact sequence if for each q, 

(6) 

is a short exact sequence of K-modules. A homomorphism between short 
exact sequences 0---+ C* ---+ D* ---+ E* ---+ 0 and 0---+ C* ---+ D* ---+ E* -. 0 of 
cochain complexes consists of cochain maps C* ---+ C*, D* -. D*, and 
E*-. E* such that we have a commutative diagram: 

0-. C*-. D* -. E*-. 0 
(7) ! ! ! 

o-. C*-. !J* -.E* -.o. 

5.17 Proposition Given the short exact sequence 5.16(5) of cochain 
maps, there are homomorphisms 

(1) 

for each q such that the sequence 

(2) 
0 0 

· · ·-. fill-1(£*)----+- fill(C*)-. fill(D*)---+ fill(£*)----+- fill+l(C*)-. · · · 

is exact, and such that given the homomorphism 5.16(7) of short exact sequences 
of cochain complexes, the diagram 

0 
fill(£*)----+- fill+l(C*) 

(J) l l 
commutes. 

0 
fill(E*)----+- fill+l(C*) 

PROOF To define o, we consider the commutative diagram (4), where 
for convenience we have labeled particular homomorphisms. Let (J 

be a cocycle in £1l. Since ex is surjective, there is an element ii E Dll 
such that cx(ii) = (J. Since the square CD is commutative, and since 
(J is a cocycle, it follows that d(ii) maps to zero in £1l+l; therefore, 
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i i i 
0---+ Cq+2 ~ Dq+2---+ Eq+2 -~ 0 

(4) 

l ~ aj l 
0 ---+ Cq+l ~ Dq+l ---+ Eq+I---+ 0 

l Q) aj CD l 

by the exactness of the horizontal sequences, d(ii) must be in the image 
of {J. Thus there is an element a' E CqH such that {J(a') = d(ii). It 
follows from the commutativity of the square ~. the injectivity of 
y, and the fact that do d = 0 that a' is a cocycle. Now, a' is not 
uniquely determined by a because of the choice involved in the selection 
of ii E Dq such that 1X(ii) = a. However, it is easily seen by a quick 
chase around the square Q) that a' is uniquely determined by a up to a 
coboundary. Thus we have a well-defined map 

(5) 

which is easily seen to be a homomorphism. It is also readily seen that 
Bq(E*) is in the kernel of (5); hence (5) yields a homomorphism defined 
on the quotient Zq(E*)/Bq(E*). This by definition is the desired homo
morphism (1 ). 

Checking the exactness of (2) involves checking exactness at Hq(C*), 
at Hq(D*), and at Hq(E*)-and at each of these three stages we have 
to check two inclusion relations. These six steps in the proof of the exact
ness of (2) can be verified by simple chases around the diagram (4). 
We leave the details to the reader. 
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To prove (3), we have to follow some elements around the above 
commutative lattice. 

We start with a cocycle a E Eq and lift it back to ii E Dq, which we 
map to d( ii) E Dq+I, which we have seen is the image of an element 
a' E Cq+I, which in turn we map to a' E Cq+I. Then u' is a cocycle in 
Cq+I and is a representative of the cohomology class in H 0+1( C*) into 
which the cohomology class of a in Hq(E*) is mapped under the composi-

tion Hq(E*) ~ Hq+I(C*)- HH1(C*). On the other hand, we can 
first map u to ii E Eq, then lift back to BE lJq, map to d(B) E [Jq+I, 
and lift back to ii' E CH1• Then ii' is a cocycle in Cq+I which represents 
the cohomology class in Hq+l( C*) into which the cohomology class of 
a is mapped under the composition Hq(E*)- Hq(E*) ~ Hq+I(C*). 
To prove (3), we need only check that a' - ii' is a coboundary. Now 
ii E Dq maps to an element a E [Jq, and elements a and a of fJq both 
map to ii E Eq; hence there is an element y E cq which maps to (a - a). 
One can easily check that dy = a' - ii', which completes the proof of 
Proposition 5.17. 

After a few trials the reader should find that these proofs by "diagram 
chase" become quite routine, albeit tedious. In the future we shall leave all 
such proofs as exercises. 

AXIOMATIC SHEAF COHOMOLOGY 

5.18 Definition A sheaf cohomology theory £for M with coefficients 
in sheaves of K-modules over M consists of 

(I) a K-module Hq(M,8) for each sheaf 8 and for each integer q, 

(II) a homomorphism Hq(M,8)- Hq(M,8') for each homomorphism 
8- 8' and for each integer q, and 
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(Ill} a homomorphism JP(M,S")-+ HHI(M,S') for each short exact 
sequence 0-+ S'-+ S-+ S"-+ 0 and for each integer q, 

such that the properties (a)-(f) hold: 

(a) Hll(M,S) = 0 for q < 0, and there is an isomorphism JIO(M,S)"' 
r(S) such that for each homomorphismS-+ S' the diagram 

JIO(M,S)"' r(S) 
~ ~ 

JIO(M,S')"' r(S') 

commutes. 

(b) Hll(M,S) = 0 for all q > 0 if S is a fine sheaf. 

(c) If 0-+ S'-+ S-+ S"-+ 0 is exact, then the following is exact: 

· · ·-+ Hll(M,S')-+ Hll(M,S)-+ Hll(M,8")-+ HH1(M,S')-+ · · · . 

(d) The identity homomorphism id: S-+ S induces the identity 
homomorphism id: JP(M,S)-+ Hll(M,S). 

(e) If the diagram 

S S' 

~1. 
commutes, then for each q so does the diagram 

Hq(M,S) Hq(M,S') 

~1 
Hq(M,S"). 

(f) For each homomorphism of short exact sequences of sheaves 

o~s·~ s~ s"~o 

l l l 
o~.r·~.r~.r"~o. 

the following diagram commutes: 

Hll(M,S")- HH1(M ,8') 
~ ~ 

JP(M,$"") -+JP+l(M,ff'). 

The module Hq(M,S) is called the qth cohomology module of M with 
coefficients in the sheaf 8 relative to the cohomology theory :Yr. 
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5.19 Definition An exact sheaf sequence 

(1) 0-4d-4~0-4~1-4~2-4''. 

is called a resolution of the sheaf d. The resolution (1) is called fine 
(respectively torsionless) if each of the sheaves ~; is fine (respectively 
torsionless). 

With each resolution (1) of d and each sheaf S we associate a cochain 
complex 

(2) · · · -4 o -4 r(~o ® S)- r(~1 ® S)- r(~2 ® S)- · · · 

which we shall denote by r(~* ® S). For q ~ 0 the module of q-cochains 
is r(~q ® S), whereas for q < 0 the module of q-cochains is the zero 
module. Note carefully that this cochain complex does not contain the 
module r(d ® S). The homomorphisms in (2) are those induced by the 
homomorphisms ~i ® S- ~i+l ® S which are the tensor product of the 
homomorphisms of (1) with id: S- S. The exactness of (1) implies that in 

(3) 

the image of each homomorphism is contained in the kernel of the next, 
and this in turn implies that (2) is indeed a cochain complex. 

A homomorphism S- S' when tensored with the identity homomorph
isms of the sheaves ~i yields homomorphisms ~i ® S- ~i ® S'. These, 
in turn, induce homomorphisms r(~; ® S)- r(~i ® S'), which commute 
with the coboundary homomorphisms of the respective cochain complexes 
and thus determine a cochain map 

(4) r(~* 0 S) _ ... r(~* 0 S'). 

5.20 Existence of Cohomology Theories We shall now show that 
each fine torsionless resolution of the constant sheaf :%' = M x K, 

(1) 

canonically determines a cohomology theory forM with coefficients in sheaves 
of K-modules over M. The existence of such resolutions will be amply 
demonstrated in the later sections in which the classical cohomology theories 
are discussed. In particular, see 5.26(7) and (11). We therefore assume that 
we are given a fine torsionless resolution (1). Then we obtain a cohomology 
theory as follows: 

(I) With a sheaf S and each integer q we associate the qth cohomology 
module of the cochain complex r(~* ® S); that is, we set 

Hq(M,S) = Hq(r(~* ® S)). 

(II) With each homomorphism S- S' and each integer q we associate 
the homomorphism Hq(M,S)- Hq(M,S') induced, according to 
5.16(4), by the cochain map r(~* ® S) -4 r(~* ® S') of 5.19(4). 
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(III) Each short exact sheaf sequence 

0--+ S'--+ S--+ S"--+ 0 

induces, in view of Theorem 5.15 and the fact that the C(f; are fine 
torsionless sheaves, a short exact sequence of cochain maps 

0-+ r(C(j'* 0 S')-+ r(C(j'* 0 S)-+ r(C(f* 0 S")-+ 0 

with which, according to 5.17(1), there is associated a homomorphism 
Hq(r(C(j'* 0 S"))-+ Hm(r(C(f* 0 S') ). This, by definition, is the 
homomorphism Hq(M,S")-+ HH1(M,S') that we associate with the 
short exact sequence 0-+ S'-+ S-+ S"-+ 0 and the integer q. 

The fact that axiom 5.18(d) for a cohomology theory is satisfied is immedi
ately apparent. The remark immediately following 5.16(4) implies that 
axiom (e) is satisfied. Axioms (c) and (f) are consequences of 5.17. 

Now let :?l'q be the kernel of C(j'q-+ C(j'q+l. Then it follows from the exact
ness of ( 1) that 

(2) 

is exact; and since :?l'q is a subsheaf of the torsionless sheaf C(j'q, then :?l'q is 
also torsionless. It follows from Theorem 5.15 that for any sheaf S the 
sequence 

(3) 

is exact; and from (3) and 5.11 (2) we obtain the exact sequence 

(4) 

In particular, r(:?l'q 0 S)-+ r(C(fq 0 S) is an injection, so since the homo
morphism 

(5) 

is the composition 

(6) 

it follows from ( 4) that the kernel of ( 5) is simply the submodule r( :?l'q 0 S) 
of r(C(fq 0 S). Thus for q ~ 0, 

(7) Hq(M,S) = Hq(r(C(j'* 0 S)) = r(:?l'q 0 S)Jim(r(C(j'q_1 0 S)). 

Now, if S happens to be a fine sheaf, then according to Theorem 5.15 
the full sequence 

(8) o-- rc:rq_1 0 s)-- r(C(j'q_1 ® S)-- rc:rQ 0 s)-- o 
is exact; and (8) together with (7) implies that 

Hq(M,S) = 0 for q > 0. 

Thus axiom (b) is satisfied. 
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Finally, it is evident that H 11(M,8) = 0 for q < 0, and for q = 0 the 
isomorphism 

(9) 

induces, for an arbitrary sheaf 8, an isomorphism 

(10) 

and thus an isomorphism 

r{8) 24- r(.2"0 ® 8) = flO(M,S), 

which clearly satisfies 
r(8) ~ flO(M,8) 

! ! 
r(8') ,..._ flO(M,8') 

for each homomorphism 8 _. 8'. Thus axiom (a) is satisfied. 

5.21 Definition Let .1f' and £ be two sheaf cohomology theories on M 
with coefficients in sheaves of K-modules over M. A homomorphism of the 
cohomology theory .1f' to the theory i1' consists of a homomorphism 

(l) Jl'l(M,8)- b 11(M,8) 

for each sheaf 8 and for each integer q, such that the following conditions 
~d: . 

(a) For q = 0, the diagram 

commutes. 

flO(M,8) ,..._ r(8) 
! ! 

bO(M,8) ,..._ r(8) 

(b) For each homomorphism 8 -:rand each integer q the diagram 

Hq(M,S) _. Hq(M ,!T) 

! ! 
D11(M,8)- D11(M,!T) 

commutes. 

(c) For each short exact sequence of sheaves 

o-ut-s-:r-o 
the following diagram commutes for each integer q: 

fl'I(M ,!T) ~ flHl(M,Ul) 

! ! 
D'I(M ,!T) ~ DHl(M,Ul). 
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An isomorphism £ __... .II is a homomorphism in which each of the 
homomorphisms Hq(M,S) __... flq(M,§) are isomorphisms. The identity 
homomorphism of£ with itself is the homomorphism £ __... £ which assigns 
the identity homomorphism Hq(M,S) __... Hq(M,S) to each sheaf S and each 
integer q. 

We are now going to prove that there is a unique homomorphism 
between any two sheaf cohomology theories on M. However, first we need 
to introduce the notion of the sheaf of germs of discontinuous sections of a 
sheaf S. 

5.22 The Sheaf of Germs of Discontinuous Sections of § LetS be 
a sheaf on M. By a discontinuous section of S over the open set U c M we 
mean any map f: U __... S, continuous or not, such that 7T of= id. The 
assignment to each open set U c M of the module of all discontinuous 
sections of S over U yields a presheaf whose associated sheaf S0 is called the 
sheaf of germs of discontinuous sections of S. 

The important property of S0 that we shall need is that S0 is always a 
fine sheaf. For let { U;} be a locally finite open cover of M. Choose a refine-

ment {V;} such that V; c U; for each i (Exercise 3, Chapter 1). (For such 
a refinement on a general paracompact Hausdorff space, see [13, Ch. 5, 
Problem V(a)].) Associate with each point of M a set V; containing it, and 
then for each i define a function lfl; on M to have the value 1 at all points 
associated with V; and to have the value 0 elsewhere. It follows that 

supp lfl; c U; and 2 lfl; = 1. We associate with lfl; an endomorphism 7; 
of the presheaf of discontinuous sections of S by defining 

(1) i;(s)(m) = ~p;(m)s(m) 
for each discontinuous section s of S over an open set U c M and each 
m E U. The presheaf endomorphisms /; induce endomorphisms I; of the 
sheaf S0 of germs of discontinuous sections of S. It is immediate that the 
{/;} forms a partition of unity of S0 subordinate to the locally finite cover 
{ U;} of M. Thus S0 is a fine sheaf, as claimed. 

There is a natural injection of S into S0 ; namely, each element of the 
stalk Sm is the value at m of a (continuous) sections of S defined on some 
neighborhood of m, and we map s(m) to the germ of s at min S0 • If we let 

8 denote the quotient sheaf 80/S, then for each sheaf S we have constructed 
a short exact sequence 

(2) 

in which the middle sheaf is fine. 

5.23 Theorem Let£ and .ie be cohomology theories on M with coefficients 
in sheaves of K-modu/es over M. Then there exists a unique homomorphism of 
£to .if. 
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PROOF We first prove uniqueness. Suppose that we have a homo

morphism of .Yt' to .it, and let a sheaf S be given. Then it follows 
from the axioms 5.18 and 5.21 applied to the exact sequence 5.22(2), 
in which, you recall, the sheaf 80 is fine, that we have a commutative 
diagram 

r(S0) ____.. r(S)---+ fll(M,S) ____.. 0 
(1) !id !id ! 

r(S0) ____.. r(S) ____.. H1(M,S) ____.. 0; 

and for each q ~ 2 we have a commutative diagram 

(2) 
0- HH(M,S)- Hq(M,S)- 0 

! ! 
0- HH(M,S)- Rq(M,S)- 0. 

Note that in both (1) and (2) the rows are exact. Now uniqueness of the 
homomorphisms 5.21(1) follows for q = 0 from 5.21(a), follows for 
q = 1 from (1), and follows inductively for q > 1 from (2). 

We now show the existence of a homomorphism of the theory .'Yt' 

to the theory .it. We define the homomorphisms for q = 0 by 5.21(a), 
and it follows immediately that 5.21(b) is satisfied for the case q = 0. 
We define the homomorphisms 5.21 (1) for q = 1 by (1), and inductively 
for q > 1 by (2). To prove that this indeed defines a homomorphism 

of £to .it', it remains to show that 5.21 (b) holds for q > 0 and that 
5.21(c) holds for all q. 

Now, 5.21(b) follows for q = 1 from the following lattice constructed 
from two copies of ( 1): 

In the lattice, the commutativity of the right-hand face Q) is forced 
by the apriori commutativity of all the other faces, and 5.21 (b) follows 
inductively for q > 1 from the analogous lattice constructed from (2). 
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As for 5.21 (c), suppose that a short exact sequence 

(4) 

is given. Let flt0 and S0 be the sheaves of germs of discontinuous 
sections of fJt and S respectively. The composition fJt-+ S -+ S0 is an 
injection of fJt into S0 ; let f# be the quotient sheaf S0/flt. As in 5.22, 
let fJt = flt0 jflt. Then there are uniquely determined homomorphisms 
3-+ f# and Pi-+ f# such that the following diagram, in which the rows 
are exact, commutes: 

(5) 

It follows from the cohomology axioms 5.18 applied to (5) that there 
are commutative diagrams 

· · ·- f(S) - f(ff)- H 1(M,flt)- · · · 

! ! !hl 
(6) · · ·- f(S0) - f(f#)- HI(M,flt)- 0 

1 1 lhl 
· · ·- f(flt0)- f(~)- HI(M,flt)- 0 

and (for q ~ I) 

... - Hq(M,S)- Hq(M,ff)- HH1(M,flt)- ... 

! lid 
(7) 0- Hq(M,f#) ~ HH1(M,flt)- 0 

1 ~ lid 
0- Hq(M,~) ~ HH1(M,flt)- 0. 

It follows from (6) that the homomorphism H 0(M,ff)-+ H 1(M,flt) is 
the composition 

(8) H 0(M,ff)-=!. f(ff)-+ f(f#)/Imf(S0) .:= f(~)/Imf(flt0) ~ HI(M,flt), 

and it follows from (7) that the homomorphism Hq(M,ff)-+ HH1(M,flt) 
for q ~ 1 is the composition 

(9) Hq(M,ff)--+ Hq(M,f#)..;!. Hq(M,~) ~ HHI(M,flt). 
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From (8) and the corresponding sequence for the .ff theory we obtain 
the diagram 

lfO(M,.r) ~ f(.r)-+ f(~)/Imf(S0) ;= f(9l)/Imr(&l0) ~ IP(M,&l) 

(10) l lid lid lid l 
D 0(M,ff) ~ f(ff)-+ r(~)/Imf(So) .:= f(9l)/Imf(Blo) ~ DI(M,&l) 

in which the first and last squares commute by the definitions of the 
homomorphisms lfO(M,ff)-+ D 0(M,ff) and IP(M,&l) _,.. D 1(M,8l), 
and the middle two squares trivially commute. Thus 5.2l(c) is proved 
for q = 0. From (9) and the corresponding sequence for the .ie theory 
we obtain the diagram 

Hq(M,ff)-+ Hq(M,~) ~ Hq(M,9l) ~ HHl(M,&l) 
(11) ! ! ! ! 

nq(M,.9J-- nq(M,~) ~ nq(M,9l) ~ DH1(MJ!l) 

in which the last square commutes by definition of the homomorphism 
HH1(M,8l)-+ DH1(M,8l), and the first two squares commute by 
5.21(b). Thus 5.21(c) follows for q ~ 1, and the proof of Theorem 
5.23 is complete. 

Corollary A homomorphism of the cohomology theory £ to the theory £ 
must necessarily be an isomorphism. Consequently, any two cohomology 
theories on M with coefficients in sheaves of K-modules over M are uniquely 
isomorphic. 

PROOF Assume that a homomorphism £ -+ .ie is given. By Theorem 
5.23 there must also exist a homomorphism .if-+£. The composi
tion £-+.if-+£ must necessarily, by uniqueness, be the identity 
homomorphism of £, and similarly the composition .if -+ £ -+ £ 
must be the identity homomorphism of .it'. It follows that the homo
morphisms £ -+ .if and .if -+ £ are both isomorphisms. 

5.24 Assume that 

(1) 

- - -
0-+ :/(-+ tt'o-+ tt'1-+ tt'2-+ · · · 

is a commutative diagram in which the rows are fine torsionless resolutions 
of the constant sheaf:/(, We have seen in 5.20 that each of these resolutions 
determines a cohomology theory. Denote the cohomology theory obtained 
from the top resolution by £ and that obtained from the second resolution 
by £. We claim that the "homomorphism" (1) between these two fine 
torsionless resolutions canonically induces a homomorphism, and therefore, 
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by the corollary of 5.23, induces an isomorphism, Yt'-. .it. For each 
sheaf S, (1) induces a cochain map r(1f* 0 S)-. r(~* 0 S) from which we 
obtain a homomorphism Ha(M,S)-. Ra(M,S) for each integer q. That the 
axioms 5.2l(a), (b), and (c) for a homomorphism of cohomology theories 
are satisfied is easily demonstrated and will be left to the reader as an 
exercise. This procedure for obtaining a homomorphism of cohomology 
theories will be used in 5.36 to obtain an explicit isomorphism of the 
de Rham and differentiable singular cohomology theories for a differentiable 
manifold M. 

S.2S Theorem Assume that ff is a cohomology theory for M with 
coefficients in sheaves of K-modules over M. Let 

(1) 

be a fine resolution of the sheaf S. Then there are canonical isomorphisms 

(2) Ha(M,S)'"""' Ha(r(1&'*)) for all q. 

PROOF From the exactness of (1) it follows that 0-. r(S)- r(1&'0)

r(1&'1) is exact, whence H 0(M,S)'"""' r(S)'"""' HO(r(1f*)). Now let 
:%(} be the kernel of 1fq -1fH1 for q ~ 1. Then the exactness of (1) 
implies that 

(3) 

is exact for q ~ 1 , and that 

(4) 

is exact. It follows from the long exact cohomology sequence for (4) 
and from the fact that 1&'0 is a fine sheaf that 

(5) 

and 

(6) W(M,S)"'"' r(:%1)/Im r(1fo) !"'-' w(r(1&'*)). 

By repeated application of the long exact sequence associated with (3) 
and of the fact that the sheaves 1&'; are fine, we obtain for q > 1 

(7) Hq(M,S)'"""' HH(M,:%1):::::. HH(M,:%2),....., ... "'-' HI(M,:%q-~) 

'"""' r(f'q)/Im r(1&'a_1)'"""' Hq(r(1&'*) ). 

This completes our development of axiomatic sheaf cohomology except 
for the multiplicative structure, which is discussed in 5.42. We shall now 
consider four sheaf cohomology theories for a differentiable manifold M-the 
Alexander-Spanier, de Rham, singular, and Cech. In view of the corollary 
of 5.23, these theories will be uniquely isomorphic. We shall also define the 
classical versions of these theories, and prove that they are canonically 
isomorphic with sheaf cohomology with coefficients in constant sheaves. 
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THE CLASSICAL COHOMOLOGY THEORIES 

Alexander-Spanier Cohomology 

5.26 For the Alexander-Spanier theory, M need only be a paracompact 
Hausdorff space. Let U c M be open, and as usual let K be a fixed principal 
ideal domain. We use UP+l to denote the (p + 1) fold cartesian product 
of U with itself. Let AP(U,K) denote the K-module of functions UP+l-+ K 
under pointwise addition. For each p ~ 0 we define a homomorphism 

(1) d: AP(U,K)-+ AP+l(U,K) 

by setting 
P+l 

(2) df(m0 , ••• , mP+l) = ~ ( -l)Y(m0 , ••• , m;, ... , mp+l) 
i=O 

for each f E A P( U,K) and (m0 , ••• , mPH) E UP+2, where .......,_ over an entry 
means that that entry is to be omitted. It is a straightforward exercise to 
check that do d = 0, so for each U c M we have a cochain complex 

d d d 
(3) ... -+ 0-+ A0(U,K)--+ A1(U,K)--+ A 2(U,K)--+ .. . 

which we shall denote by A*(U,K), and in which the modules of q-cochains 
for q < 0 are all assumed to be zero modules. If V c U, then VP+l c UP+1 , 

and there is a corresponding restriction homomorphism 

(4) Pv. u: AP(U,K)-+ AP(V,K). 

The collection 

(5) {AP(U,K);Pu.v} 

forms a presheaf of K-modules on M called the presheaf of Alexander
Spanier p-cochains. Observe that these presheaves satisfy 5.7(C2), but for 
p ~ 1 do not satisfy 5.7(C1). 

The associated sheaf of germs of Alexander-Spanier p-cochains we denote 
by .9/P(M,K). The homomorphisms d give presheaf homomorphisms 
{AP(U,K);Pu.v}-+ {AP+l(U,K);Pu.v} for each p ~ 0, and induce sheaf 
homomorphisms (which we shall denote by the same symbol d): 

(6) d: .9/P(M,K) -+.9/P+1(M,K) (p ~ 0). 

These homomorphisms, together with the natural injection of the constant 
sheaf :%-+ d 0(M,K) which sends k E:% m to the germ of the constant 
function kat m, give us a sequence 

(7) 
d d d 

0-+:%-+ .91°(M,K)--+ .911(M,K)--+ .912(M,K)--+ · · · . 
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We claim that (7) is a fine torsionless resolution of the constant sheaf 
.Yt. The elements of .Ji/P(M,K) are equivalence classes of functions with 
values in K, and K is an integral domain; hence .Ji/P(M,K) is torsionless. 
To prove that .Ji/P(M,K) is a fine sheaf, let {U;} be a locally finite open cover 
of M, and take (as in 5.22) a partition of unity { tp;} subordinate to the cover 
{U;} in which the f~nctions 'P; take values 0 or 1 only. For each i we define 

an endomorphism I; of AP(U,K) by setting 

(8) 

The endomorphisms l; commute with restrictions and thus determine 
presheafendomorphisms of {AP(U,K): Pu.v}· Let/;: .Ji/P(M,K)~.J!IP(M,K) 

be the sheaf endomorphism associated with l; . Then it follows readily that 
supp I; c U; and that z I; = 1. Thus the sheaves .Ji/P(M,K) are fine. The 
exactness of (7) follows directly from the fact that we have exactness on the 
presheaf level. That is, if U c M is open, then 

d d d 
(9) 0 ~ K ~ A0(U,K)------+ A1(U,K)------+ A2(U,K)------+ ... 

is exact. Here K is injected into A0( U,K) by sending k E K to the function 
that has the constant value k on U. That (9) is exact is apparent at K and at 
A0(U,K), and follows elsewhere from the fact that dod= 0 and that if 
f E AP(U,K) with p ~ I and df = 0, then f = dg, where g E AP-1(U,K) is 
defined by 

(10) g(m0 , ••• , mp-1) = f(m, m0 , ••• , mp-1) 

for some arbitrary but fixed m E U. Thus (7) is a fine torsionless resolution 
of .Yt. 

The explicit exhibition of the fine torsionless resolution (7) of the constant 
sheaf .Yt completes the proof in 5.20 of the existence of a cohomology 
theory for M with coefficients in sheaves of K-modules. Thus by setting 
(as in 5.20(1)) 

(11) Hq(M,S) = Hq(r(d*(M,K) 0 S)), 

we obtain a cohomology theory with which, according to the corollary of 
5.23, any other sheaf cohomology theory for M with coefficients in sheaves 
of K-modules is uniquely isomorphic. 

We shall now define the classical Alexander-Spanier cohomology modules 
of M with coefficients in a K-module G, and show that they are canonically 
isomorphic with the cohomology modules Hq(M,C§) with coefficients in the 
constant sheaf '§ = M x G. We let AP(U,G) denote the K-module of 
functions UP+1 ~ G, and similarly replace K by G and .Yt by '§ in the con
structions (I) through (7). Let 

(12) A~(M,G) = {fE AP(M,G): Pm.lll(f) = 0 for all mE M}. 
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Recall that Prn.JI is the homomorphism which assigns to each element 
of AP(M,G) its equivalence class in the stalk over m of the associated 
sheaf .9/P(M,G). A~(M,G) is a submodule of AP(M,G), and the extent 
to which Ag(M,G) is not zero measures the extent to which the presheaf 
{AP(U,G);Pu.v} fails to satisfy 5.7(C1). The homomorphism (l) restricted 
to Ag(M,G) has range in Ag+1 (M,G) and thus yields homomorphisms on 
quotients 

(13) 

The sequence of modules and homomorphisms given by (13) for p ~ 0 
form a cochain complex which we shall denote by A*(M,G)/A!(M,G), 
and in which the modules of q cochains for q < 0 are as usual all assumed 
to be zero. The classical Alexander-Spanier cohomology modules for M with 
coefficients in the K-module G are given by definition by 

(14) H':.t_8 (M;G) = Hq(A*(M,G)/At(M,G)). 

Since the sequence (7) with K replaced by G and .Yt by ~ is a fine resolu
tion of ~, it follows from 5.25 that there are canonical isomorphisms 

(15) 

That there are canonical isomorphisms 

(16) 

follows from (14) and (15) and from the fact that the natural cochain map 

(17) A*(M,G)/At(M,G)---->- r(d*(M,G)) 

is an isomorphism. This in turn is an immediate consequence of the following 
proposition. 

5.27 Proposition Let {Su;Pu.v} be a presheaf on M satisfying 5.7(C2), 

and let 8 be the associated sheaf As in 5.26(12), let 

(1) (S M)o = {s E S"-,1: Prn,M(s) = 0 for all mE M}. 

Then the sequence 

(2) 

is exact. 

PROOF Since y is the homomorphism which sends s E S M to the global 
section m H Pm. 111(s) of S, the exactness of the sequence (2) at SM 

is the result of the definition of (SM)o. Thus we need only prove that 
y is surjective. Let t E r{S). Then there is a locally finite open cover 
{U.,} of M, and there are elements s., E Su., such that 

(3) 
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Let { Va} be a refinement such that Va c Ua. Let /"' be the (finite) 

collection of all those indices ct. for which m E va. Choose a neighborhood 
W m of m such that 

(a) wm (\ Vp = 0 if P~Im, 

(b) Wm c n Ua, 
a.elm 

(c) Pwm,Ua(sa) = Pw,..,Ua·(Sa·) if ct., ct.' Elm. 

Let sm E Swm be the common image of the elements in (c). Then for 
all n and m in M, 

{4) 

For let p E Wm fl Wn. Then it follows from (a) that Ip c Im fl In. 
So let ct. E /'P. Then according to (c), 

(5) and 

so that 

(6) Pwmnw •. w .. (s,.) = Pwmnw •. ua(sa) = Pwmnw •. w.(sn), 

which proves (4). It follows from (4) and the property 5.7(C2) that there 
is an element s E S M such that 

(7) Pw m•M(s) = Sm ; 

and it follows from (7), (5), and (3) that y(s) = t. 

de Rham Cohomology 

5.28 In this section we shall take the principal ideal domain K to be the 
real number field IR. Let U c M be open. The set of differential p-forms 
on U forms a real vector space, which we have denoted by £P(U). These 
real vector spaces together with ordinary restriction homomorphisms 
Pu.v form a presheaf 

(1) {£P(U);Pu.v} 

which satisfies both 5.7(C1) and (C2) and thus is complete. From the exterior 
derivative operator d we obtain presheaf homomorphisms 

d 
(2) {£P(U);Pu.v}---+ {£P+l(U);Pu.v} (p ~ 0). 

We shall denote the associated sheaf of germs of differential p-forms by 
tffP(M), and we shall retain the symbol d for the sheaf homomorphisms 
induced by (2). The constant sheaf gt = M x IR can be naturally injected 
into tff0(M) by sending a E gtm to the germ at m of the function with constant 
value a. Thus we have a sequence 
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d d d 
(3) 0- fR- tf0(M) --+ t!1(M) --+ tf2(M) --+ · · · . 

We claim that (3) is a fine torsionless resolution of the constant sheaf PA. 
Partitions of unity can be constructed for the sheaves tfP(M) exactly as they 
were constructed in 5.10 for ~00 (M) = t!0(M). Thus the sheaves tfP(M) 
are all fine. They are certainly torsionless since they are sheaves of real 
vector spaces. The sequence (3) is clearly exact at PA and at tf0(M). Since 
the exterior derivative operator satisfies do d = 0, the same is true of the 
sheaf homomorphisms in (3); hence the image of each homomorphism is 
contained in the kernel of the next. That the sequence is actually exact, 
and therefore a resolution, is a consequence of the corollaries of the Poincare 
lemma 4.18. We shall return to the resolution (3) in a moment. First, 
we comment about the structure of the Poincare lemma. 

S.29 Remark The collection of operators hk in the Poincare lemma 
4.18 is an example of a very useful tool in the cohomology theory of cochain 
complexes called a homotopy operator. We shall have further occasion to 
make use of such operators. They arise generally in the following situation. 
Suppose that we have two cochain maps, call themfandg, between cochain 
complexes C* and D*, and suppose that we want to show that f and g both 
induce the same homomorphisms of the cohomology modules. This will 
follow if we can find homotopy operators for f and g, namely, homo
morphisms hk: Ck - Dk-t such that 

hk+l 0 d + d 0 hk = fk - gk 

on Ck (where d indicates the coboundary operators in both C* and D*). 
For then if a E C" is a cocycle, then fk(a) = gk(a) up to a coboundary, 
so fk( a) and gk( a) lie in the same cohomology class. In the Poincare lemma, 
we found homotopy operators (fork~ 1) between the identity cochain map 
of the cochain complex 

d d d 
· · · -0- E0(U)--+ E1(U)--+ E 2(U)--+ · · · 

and the zero cochain map, with U the open unit ball in Euclidean space. 
Consequently, all of the cohomology groups of this cochain complex vanish 
fork~ 1. 

5.30 Since 5.28(3) is exact, it is therefore a fine torsionless resolution of the 
constant sheaf PA. According to 5.20, the resolution 5.28(3) gives rise to a 
cohomology theory for M with coefficients in sheaves of real vector spaces 
by setting 

(1) 

for q ~ 0 and for .r a sheaf of real vector spaces over M. In view of the 
corollary of 5.23, this theory is uniquely isomorphic with the theory we 
constructed in 5.26(11). 
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If we take .r to be the constant sheaf~. then 

(2) Hq(M,~) = W{r(C*(M) 0 ~)),..., Hq(r(C*(M))). 

Consider now the cochain complex r(C*(M)): 

(3) · · ·---->- 0---->- r(tff0(M))-->- r(C1(M))-->- r(C2(M))-->- · · · 

and the cochain complex E*(M): 

(4) 
d d d 

... - 0- E0{M) ~ El(M) ~ E2(M) ~ .... 

In view of the fact that the presheaves {B11(U);pu,v} are complete, it follows 
from 5.8 (or is easily seen directly in this special case) that the natural 
homomorphisms 

(5) EP(M) __.. r(tffP(M)) 

are isomorphisms. Since the homomorphisms (5) commute with the co
boundaries of the respective cochain complexes (3) and (4), they induce a 
cochain map E*(M)-->- r(C*(M)) which is .an isomorphism of cochain 
complexes. Thus there are canonical isomorphisms 

(6) 

But Hq(E*(M)) is the classical qth de Rham cohomology group H:e R(M) 
for M which we introduced in 4.13(1), namely, the quotient of the vector 
space of closed q-forms (those annihilated by d) modulo the vector space of 
exact q-forms (those in the image of d). Thus from (2) and (6) we obtain 
canonical isomorphisms 

(7) 

Singular Cohomology 

5.31 In this section we again take K to be an arbitrary principal ideal 
domain, and we let U c M be open. In 4.6 we introduced differentiable 
singular simplices for the theory of integration on manifolds. Now we need 
continuous singular simplices. We review the definitions. Recall that for 
each integer p ~ 1 we let 

(1) f1P = {(a1, ... , ap) E fRP: i~ at~ 1 and each ai ~ o}. 
f1P is called the standard p-simplex in fRP. For p = 0 we set !1° equal to the 
1-point space {0}; and /1° is the standard 0-simplex. A (continuous) singular 
p-simplex a in U is a continuous map a: f1P---->- U. If p ~ 1, we define a 
differentiable singular p-simplex in U to be a singular p-simplex a which can 
be extended to be a differentiable ( C00 ) map of a neighborhood of f1P in 
fRP into U. 
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We shall let S1J(U) denote the free abelian group generated by the singular 
p-simplices in U. Elements of S1J(U) are called singular p-chains with integer 
coefficients. If a is a singular p-simplex in U, with p ~ 1, then its boundary 
is defined as in 4.6(4) to be the singular (p - 1) chain 

t> 

(2) au= _I(-t)V 
i=O 

where ui is the ith face of a (see 4.6(3)). The boundary operator extends to 
a homomorphism of S.iU) into Sr>-1(U) for each p ~ 1, and satisfies 
(as in 4.6(7)) 

(3) a o a= o. 
Let SP(U,K) denote the K-module consisting of functions/which assign 

to each singular p-simplex in U an element of K. Such an/is called a singular 
p-cochain on U. Scalar multiplication and addition in the module S 11(U,K) 
are defined by 

(kf)(u) = kU(u)), 

(/ + g)(u) = J(u) + g(u). 
(4) 

Each cochain in S 11(U,K) canonically extends to a homomorphism of S 11(U) 
into K. In fact, this determines an isomorphism of S 11(U,K) with the K
module of homomorphisms of S1J(U) into K. For convenience we shall at 
times regard elements of S 11(U,K) as such homomorphisms. If V c U, 
we let 

(5) 

be the homomorphism which assigns to each f E S 11( U,K) its restriction to 
singular p-simplices which lie in V. Then 

(6) {S11(U,K);pu,v} 

forms a presheaf on M called the presheaf of singular p-cochains. Observe 
that these presheaves, for p ~ 1, satisfy 5.7(C2) but not (C1), and that the 
presheaf {SO(U,K);pu,v} (which can be canonically identified with the 
presheaf {A0(U,K);pu,v} of 5.26 since each singular 0-simplex in U can be 
identified with a point of U) is complete. 

For p ~ 1, we let s:(U,K) denote the K-module consisting of functions 
f which assign to each differentiable singular p-simplex in U an element 
of K. Such an f is called a differentiable singular p-cochain on U. With 
restriction homomorphisms defined as in (5), we obtain the presheaf 
{S!(U,K);pu,v} of differentiable singular p-cochains on M. Since the 
developments of the differentiable and the continuous singular cohomology 
theories are nearly word-for-word the same, we shall primarily discuss 
the continuous case. Just keep in mind that analogous constructions apply 
if s:(u,K), for p ~ 1, is substituted for S 11(U,K). When substantial 
differences arise they will be discussed. 
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A coboundary homomorphism 

(7) 

is defined by setting 

(8) 

d: SP(U,K)-+ SP+1(U,K) 

df(a) = f(oa) 

for f E SP( U,K) and for a a singular (p + 1) simplex in U. It follows from 
item (3) that 

(9) d 0 d = 0. 

Since d commutes with restriction homomorphisms, d yields a presheaf 
homomorphism 

(10) 

and at the same time, in view of (9), d makes 

d d d 
(11) · · · -+ 0-+ S0( U,K)--+ S1( U,K) --+ S2( U,K) --+ · · · 

into a cochain complex (where the modules of q-cochains are zero for q < 0) 
which we denote by S*(U,K). 

We denote the associated sheaf of germs of singular p-cochains by 
SP(M,K) (and by S~(M,K) in the differentiable case) and retain d to denote 
the induced sheaf homomorphisms 

d 
(12) SP(M,K)--+ SP+l(M,K). 

Observe that S0(M,K) is simply the sheaf of germs of functions on M with 
values inK. The constant sheaf .YI' can be canonically injected into S0(M,K) 
by sending k E .YI' m to the germ at m of the function on M with constant 
value k. Thus we have a sequence · 

d d d 
(13) 0-+ .YI'-+ S0(M,K)--+ S1(M,K)--+ S2(M,K)--+ ... 

and an analogous sequence with SP(M,K) replaced by S~(M,K) for p ~ l. 
We claim that in both the continuous and the differentiable cases, the sequence 
(13) is a fine torsionkss resolution of the constant sheaf .YI'. That the sheaves 
SP(M,K) (and S~(M,K) for p ~ 1) are all torsionless is a consequence 
of the fact that they are all sheaves of germs of certain types of functions with 
values in K, and K is an integral domain. To see that the sheaves SP(M,K) 
(and S~(M,K) for p ~ 1) are all fine sheaves, let a locally finite open cover 
{ U;} of M be given, and take (as in 5.22) a partition of unity { q>i} subordinate 
to the cover {U;} in which the functions cp; take values 0 or 1 only. For 
each i, we define an endomorphism 7; of SP(U,K) by setting 

(14) 

where if p ~ 1, then 0 denotes the origin in IRP. The endomorphisms ~ 
commute with restrictions, and thus determine presheaf endomorphisms 
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of {SP(U,K);Pu.v}· Let/;: SP(M,K)-+ SP(M,K) be the sheaf endomorphism 

associated with l; . Then it follows readily that supp l; c U; and that 
I, I; = 1. Thus the sheaves SP(M,K) (similarly S!,(M,K) for p ~ 1) are 
fine sheaves. The exactness of (13) is apparent at :Yt and S0(M,K), and we 
know that dod= 0. For the exactness of (13), it remains to be shown that 
at each stage SP(M,K) for p ~ 1 the image of the preceding homomorphism 
contains the kernel of the next. This will follow if we can prove that for 
"sufficiently small" open sets U, iff is a singular p-cochain on U such that 
df = 0 and if p ~ l, then there is a singular (p - 1) cochain g on U such 
that/= dg. Here we shall make use of the fact that M is a manifold and is 
therefore locally Euclidean. It suffices to assume that U is the open unit ball 
in IRdim M. To prove that if df = 0 then there is a g such that dg = f, we 
need only find a homotopy operator (see 5.29) 

(15) hp: SP(U,K)-+ SP-l(U,K) (p ~ 1) 

such that 

(16) d 0 hp + hP+l 0 d = id. 

We define hp as follows. LetfE SP(U,K), where U is the open unit ball in 
IRdim M, and let u be a singular (p- 1) simplex in U. Define 

(17) 

where liP(u) is the singular p-simplex in U which maps the origin in AP 
to the origin in U, and which is defined for (a1 , .•. , a11) =F 0 by 

(18) 1iv{a)(a1, ... , ap) = (fa;) · a(a2/f a;, ... , aP/i a;). 
1=1 t=l i=l 

Geometrically, lip(u) is the cone in U obtained by joining u radially to the 
origin: 

iip extends to a homomorphism Sp_1(U)-+ S11(U). It follows from (18) 
and the definition 4.6(4) of the boundary operator o that 

(19) id = 0 0 1iP+1 + iip 0 0 
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on S11(U) for p ~ 1. Before checking (19) in general, try the case in which 
p = 1, where it turns out that 

(20) a= (li2(a))2 - (li2(a))1 + (li2(a))0 + li1(a0)- li1(a1) , 

and where the corresponding picture is 

IR ' 

(0, I) li,(u) 

~ 

(1, 0) 

Now, (16) follows from (19) and (17) and from the definition (8) of the co
boundary operator d. However, here is one point where the treatment of 
the continuous case does not quite suffice for the differentiable case. For 
if a is a differentiable singular (p- 1) simplex with p ~ 2, and if k p(a) 
is defined as in (18) , then li 'P(a) will be a continuous but generally not a 
differentiable singular p-simplex-there are differentiability problems 
at the origin . For example, if a were a differentiable singular 1-simplex in 
U, then for li(a) as defined in (18) to extend to be a smooth mapping on a 
neighborhood of the origin in fR 2, one would at least have to have the image 
of a contained in a 2-dimensional plane passing through the origin in U. 
This , of course , may not be the case. The defect is easily remedied by means 
of a "smoothing" function. Let tfl denote the real-valued C"' function on the 
real line defined by 1.10(3). Then qJ(t) takes values between 0 and 1, and has 
the value 1 for t ~ l and the value 0 for t ~ 0. Then if p ~ 2, and if a 
is a differentiable (p- 1) simplex , we define li 'P(a) by 

(21) h11(a)(a 1 , .. • , ap) = tfl (t1 a;) · a ( a 2l~ a;, . . . , a 11l~ a} 

where, as in (18), we assume that li 11(a) maps the origin in ~v to the origin 
in U. Now extend a to be differentiable on all of fR P- l so that a and each 
of its derivatives is bounded. Then hv(a)is defined on all of fR P, providing 

- 1J 
that we agree that h, (a) maps any point where~ a1 = 0 to the origin in U. 

i=l 

Moreover, lip(a) is differentiable of class C"' on all of fR v. The only points 
1J 

where problems arise are those for which~ a; = 0 ; and since qJ(t) and all 
i = l 

of its derivatives vanish faster than any polynomial in t as t --+ 0, and since 
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a and each of its derivatives is bounded on rR P-l, it follows that all derivatives 
of lip( a) of all orders exist, and are continuous, and are zero at points where 

p 

1 a; = 0. This completes the proof that (13) is a fine torsionless resolution 
i=l 
of the constant sheaf .% , both for the continuous and for the differentiable 
singular theories. 

Thus both resolutions (13), for the continuous and the differentiable cases, 
give rise, as in 5.20, to cohomology theories if we set 

(22) 
H'~(M,8) = H'~(r(8*(M,K) ® 8)), 

H'~(M,S) = H'~(r(S!,(M,K) ® 8)) 
for each integer q and for 8 any sheaf of K-modules over M. In view of the 
corollary of 5.23, these theories are uniquely isomorphic and, moreover, are 
uniquely isomorphic with the theories 5.26(11) and 5.30(1). 

S.32 Let G beaK-module. We let SP(U,G) denote the K-module consisting 
of functions which assign to each singular p-simplex in U an element of G. 
Similarly, we may replace K by G and .% by the constant sheaf ~ in the 
constructions 5.31{4)-(13). 

The classical singular cohomology groups of M with coefficients in a K
module G are defined in the continuous and differentiable cases by: 

(1) 
HX(M;G) = H'~(S*(M,G)), 

Hloo(M;G) = H'~(S!,(M,G)). 
We shall now show that the classical cohomology groups (actually 

K-modules) are canonically isomorphic with the sheaf cohomology modules 
H 0(M, ~). It follows from Proposition 5.27 that 

(2) 0-+ St(M,G)-+ S*(M,G)-+ r(S*(M,G))-+ 0 

is a short exact sequence of cochain complexes (with a similar sequence in 
the differentiable case). Thus if we prove that 

(3) H 11(St(M,G)) = 0 for all q 

(also in the differentiable case), then it follows from the long exact sequence 
5.17(2) that there are canonical isomorphisms 

(4) 
H 11(S*(M,G))"" H11(r(S*(M,G) )), 

H11(S!,(M,G))~ H11(r(S!,{M,G))). 

Thus it follows from (1) and ( 4), and from 5.25 (applied to the fine resolutions 
of~ obtained by replacing K by G and.% by ~in 5.31(13)) that we have 
canonical isomorphisms 

(5) 
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The proof of (3) for the continuous singular theory goes as follows. 
(The differentiable case is identical.) It is trivially satisfied for q < 0 since 
in this range the modules of the cochain complex S6(M,G) are all zero. 
The module S8(M,G) is also zero since the presheaf {S0(U,G);Pu.v} is 
complete. Thus IfO(S6(M,G)) = 0. It remains to prove (3) for q ~ 1. Let 
U = {Ui} be an arbitrar:y open cover of M. Let Srt(M,G) be the cochain 
complex consisting of modules SR(M,G) of singular cochains f, with values 
in G, defined only on "U-small" singular p-simplices, that is, defined only 
on those singular p-simplices whose ranges lie in elements of U. Each 
element of SP(M,G) determines an element of S~(M,G) by restriction to 
U-small simplices. The restriction homomorphisms ju: SP(M,G)--+ Sl((M,G) 
yield a surjective cochain map 

(6) iu: S*(M,G)--+ S~(M,G). 

The kernels of the homomorphisms ju form a cochain complex K: such that 

(7) 0--+ K~--+ S*(M,G)--+ S~(M,G)--+ 0 

is an exact sequence of cochain complexes. The key ingredient in the proof 
of (3) is the fact that the cochain map ju induces isomorphisms in cohomolog:y. 
Let us assume this for the moment. It follows from the long exact cohomology 
sequence for (7) that 

(8) H11(K:i) = 0 for all q. 

So now let q ~ 1, and letfbe a cocycle in sg(M,G); that is, df = 0. Then, 
by the definition of Sg(M,G), there is an open cover U of M consisting of 
sufficiently small open sets so that f E K~. It follows from (8) that there 
exists g E Kfi-1 c sg-1(M,G) such that dg = J, which proves (3). 

Now we return to the proof that the cochain map ju induces isomorphisms 
of the cohomology. Since we will work with a fixed cover U of M, we drop 
the subscript U from ju. To prove that j: S*(M,G)--+ Srt(M,G) induces 
isomorphisms of the cohomology modules, we shall construct a cochain 
map 

(9) k: S~(M,G)--+ S*(M,G) 

such that 

(10) jo k = id, 

whence the cochain map j must induce surjections of the cohomology modules, 
and such that there exist homotop:y operators hp: SP(M,G)--+ SP-1(M,G) 
for all p such that 

(11) hP+l 0 d + d 0 hp = id - kp 0 jp' 

whence k o j induces the identity on cohomology, which implies that j must 
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induce injections. Hence it will follow from (10) and (11) that j induces 
isomorphisms on the cohomology modules. The definitions of h and k 
require a few preliminary constructions. The details become a little technical, 
but the general idea is this. Let f E S~(M,G). Thus f is defined only on 
U-small singular p-simplices. We want to define k(f) to be an element of 
SP(M,G); that is, k(f) is to be defined on all singular p-simplices. We will 
define an operation "subdivision" to break large singular p-simplices into 
chains of smaller ones. By subdividing any singular p-simplex sufficiently 
many times, we will obtain a chain of U-small singular p-simplices to which 
we can then apply f So we will define k(f) on the large singular simplex to 
be f on the subdivided ones. Simplices which are already U-small will not 
be subdivided at all. The technical difficulty which arises will be due to 
the fact that the number of times that a singplar p-simplex a needs to be 
subdivided in order to obtain a chain of U-small simplices depends on a. 

Let q ~ 1. A linear p-simplex in d!l is a singular p-simplex of the form 

(12) (a1, ... , ap) ~--+ (t -.I ai) v0 + a1v1 + · · · + aPvP 
•=1 

(O ~--+ v0 for p = 0), canonically determined by the ordered sequence of 
pointsv0 , ••• , v'Pindq. Weshalldenotesuchalinearsimplexby(v0 , ••• , vP). 
The identity map of dq onto itself is a linear q-simplex in dq which we shall 
denote simply by d!l. The free abelian group generated by the linear p
simplices in d!l we shall denote by Lp{dll). The barycenter of a linear p
simplex a= (v0 , ••• , vP) in d!l is the point 

(13) 
1 1 

b =--v +···+--v. 
"p+1° p+lP 

Given a linear p-simplex a= (v0 , ••• , vp) in d!l and a point v E d!l, we 
define the join va of v and a to be the linear (p + 1) simplex ( v, v0 , ••• , v p) 
in d!l. The join operation extends by linearity to Lp(d0). A direct calculation 
shows that if p ~ 1, then 

(14) o(va) = (1 - v(oa). 

We define subdivision homomorphisms Sd: Lp{d!l)- Lp{dq) by setting 
Sd = id for p = 0 and by setting 

(15) Sd(a) = b,Sd(oa) 

for a a linear p-simplex in dq with p ~ 1, and extending linearly to Lp{d0). 

We define homomorphisms R: Lp(dq)- LP+1(d!l) by setting R = 0 for 
p = 0 and by setting 

(16) R(a) = b,(a- Sd(a)- R(oa)) 

for a a linear p-simplex in dq with p ~ 1, and extending linearly to Lp{d!l). 
It follows from (13), (14), (15), and (16), using an elementary induction 
argument, that 
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a o sd = sd o a, 
a o R + R o a = id - Sd 

on L,(~q) with p ~ 1. (The collection of modules L,(~q) and homomor
phisms a: Lp(~q) ~ Lp_1 (~q) form what is called a chain complex in contrast 
with a cochain complex 5.16(1) in which the homomorphisms go the other 
direction. The first formula in ( 17) says that subdivision Sd is a chain map of 
this chain complex with itself. The second formula in (17) shows that R 
is a homotopy operator for the chain maps id and Sd, from which it follows 
that Sd induces the identity map on the homology groups (ker a,jlm a,+l) 
of this chain complex.) 

We define homomorphisms Sd: S,(U) ~ SP(U) and R: S,(U)
S P+l ( U) for p ~ 0 by setting 

Sd(a) = a o Sd(~"), 
(18) 

R(a) = a oR(~") 

for a a singular p-simplex in U, and then extending linearly to S"(U). It 
follows easily that formulas (17) hold on S,(U) for p ~ 1. 

Now let a= (v0 , ••• , vp) be a linear p-simplex in ~q. Then the diameter 
of each simplex of Sd(a) is at most p/(p + 1) times the diameter of a, for 
the diameter of a linear simplex a is the maximum distance between any 
two of the vertices v;. Of any two vertices in a simplex in Sd(a), at least 
one must be of the form [1/(k + 1)](v;0 + · · · + V;k) for 1 ~ k ~ p. The 
distance from this vertex to the other vertex is less than or equal to the 
distance to some vi, and 

I k : 1 ( v,. + ... + V;k) - v j I 
1 I , I k p = -- L (V; 1 - vi) ~ -- diam a ::;;; -- diam a. 

k + 1 1=0 k + 1 p + 1 

We are now ready to construct the maps h" and k,. Let a be a singular 
p-simplex in M. The open cover a-1(U) of ~" has a Lebesgue number <5 

[26, p. 122]. It follows that for s large enough, the diameter of each simplex 
in (Sd)•(~") is less than o where (Sd)• is the s-fold composition of Sd with 
itself. Thus each singular p-simplex in the chain (Sd)•(a) lies in an element 
of the cover U. Now let s(a) be the smallest of those positive integers s ~ 0 
for which each simplex of (Sd)•( a) lies in an element of U. Then we can define 
homomorphisms k,: Sfr(M,G)- S"(M,G) by setting k, = id for p ~ 0, 
and for p ~ 1 by setting 
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Note that Sd raised to a negative power is to be interpreted as the zero 
homomorphism, and (Sd)0 = id. We also define homomorphisms 
hP : SP(M,G)--+ SP-1(M,G) by setting hP = 0 for p ~ 1 and 

(20) 

for p ~ 2. That (10) holds is obvious, and (11) follows immediately from a 
straightforward calculation. Finally, the fact that the homomorphisms 
kP yield a cochain map (9) follows from (11). For from (11) we obtain 

(21) d 0 k1J 0 jp = k1J+l 0 jp+l 0 d. 

But j is a cochain map. Thus do k 11 o jp = k1>+1 o do j 11 • Since j is surjective, 
it follows that do kP = k1>+1 o d. This completes the proof that j induces 
isomorphisms in cohomology. 

Cech Cohomology 

5.33 In the Alexander-Spanier, de Rham, and singular cases we obtained 
a sheaf cohomology theory by exhibiting explicit fine torsionless resolutions 
of a constant sheaf, and we then proved that there were canonical iso
morphisms of the classical cohomolog:r modules with the sheaf cohomology 
modules. The Cech theory, by contrast, arises from a direct construction 
that does not involve finding a fine torsionless resolution of %. We will 
define modules H'~(M,S) for 8 a sheaf of K-modules over M, and show that 
the axioms 5.18 for a cohomology theory are satisfied. We again direct your 
attention to the comment in the introduction to this chapter that for much of 
the chapter, M need not be a differentiable manifold. In particular, Min 
this section need only be a paracompact Hausdorff space. 

Let U = { U,..} be an open cover of M. A collection ( U0 , ••• , Uq) of 
members of the cover such that U0 () • • • () U'~ '#- 0 will be called a 
q-simplex. If (J = (U0 , ••• , U'~) is a q-simplex, its support lui is by definition 

(1) 

The ith face of a q-simplex (/ = (U0 , ••• , U'~) is the (q - 1) simplex ui = 
(U0 , ••• , Ui-to Ui+1 , ••• , U'~). Let C'~(U,S), for q;;:: 0, be the K-module 
consisting of functions which assign to each q-simplex (J an element of 
r(S,Iul), and let C'~(U,S) = 0 for q < 0. Elements of C'~(U,S) are called 
q-cochains. With a coboundary homomorphisJ!l 

(2) 

defined by 

(3) 
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one obtains a cochain complex C*(U,S) whose qth cohomology module, 
which we denote by Hq(U,S), is called the qth Cech cohomology module of 
(M,U) with coefficients inS. A homomorphismS~ S' induces by composi
tion a cochain map C*(U,S)-+ C*(U,S') and thus induces homomorphisms 

(4) Hq(U,S)- Hq(U,S') 

for each q. 
A cochain f belongs to C0(U,S) if and only iff assigns to each open set 

U" E U a section of S over Ua. [is a 0-cocycle, that is 4! = 0, if and only if 

(5) 0 = df(Uao•U'J) = PUrxof'lUat•uiZJ(Va) - Pua.or.Uat•uiZ/(Va.o) 

for every 1-simplex ( Uao• UaJ Thus f is a 0-cocycle if and only iff defines a 
global section of ·S over M. Thus 

(6) 

We now consider the effect of refining the cover U. If a cover m is a 
refinement of the cover U, then there exists a map p: m-+ U such that 
V s p(V) for each V Em. If a = (V0 , ••• , Vq) is a q-simplex of the cover m, 
then we let ft(a) denote the q-simplex (ft(V0), ••• , p(V11)) of the cover U. 
Now, fJ induces a cochain map ft: C*(U,S)-+ C*(m,s) if we set 

(7) fta(/)(a) = PJaJ,Jil("lf(p(a)) 

for f E Cq(U,S) and for a a q-simplex of the cover m. This cochain map 
induces homomorphisms 

(8) 

of the cohomology modules. We claim that if p and Tare both refining maps 
of m into U, then ft: = T: for each q. As usual, we prove this by finding 
a homotopy operator. If a = (V0 , .•• , V11_ 1) is a (q - I) simplex of the 
cover m. we let 

(9) 

We then define homomorphisms h11 : C11(U,S)-+ CH(5B,S) by setting 
q-1 

(10) hq{f)(a) = !C -1)1 P!al.!ailf( a j). 
i=O 

From a straightforward calculation, one obtains 

(11) 

from which it follows that p: = T: for each integer q. Thus if m is a refine
ment of U, which we shall denote by m < U, then there are canonical 
homomorphisms Hq(U,S)-+ Hq(m,s). Since the set of coverings of M forms 
a directed set under the relation < of refinement, and since if 6 < m < U 
then the homomorphism J1q(U,S)-+ Hq(6,S) is the composition of the 
homomorphisms H 11(U,S)-+ Hq(m,s) and Hq(m,s)- J11l(6,S)-then the 
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collection of modules H9(U,S) and refinement homomorphisms forms a 
direct system. Thus one can form the direct limit module 

(12) 

(Construction is completely analogous to the construction of the module 

sm from the modules Su in 5.6.) Hq(M,S) is the qth Cech cohomology 
module for M with coefficients in the sheaf of K-modules S. The classical 

qth Cech cohomology module Hq(M;G) of M with coefficients in a K-module G 
is by definition fiq(M/!1), where <:§is the constant sheaf M X G. 

We shall now show that the Cech cohomology modules (12) give a sheaf 
cohomology theory in the sense of 5.18. It is apparent that fiq(M,S) = 0 
for q < 0, and it follows from (6) that H0(M,S) = r(S); thus 5.18(a) is 
satisfied. The homomorphisms (4) induced from a homomorphism S--+- S' 
commute with the refinement homomorphisms (8) and thus induce homo
morphisms 

(13) 

It is immediate that these homomorphisms satisfy 5.18(d) and (e). 
Consider now a fine sheaf S and an integer q > 0. Since every cover of 

M has a locally finite refinement, in order to prove that fiq(M,S) = 0, it 
suffices to prove that Jlq(U,S) = 0 for each locally finite open cover U. Let 
{I .. } be a partition of unity for S subordinate to the locally finite open cover 
U = {U .. } of M. We shall define homomorphisms hp: CP(U,S)--+- CP-1(U,S) 
for each p;;::: 1. LetjE CP(U,S), and let a= (U0 , ••• , UP_1) be a (p- 1) 
simplex of the cover U. Then 1 .. o (j(U .. , U0 , ••• , U:P_1)) has support 
in U .. ('I U0 ('I··· ('I Up-~o so we can extend 1 .. o (f(U .. , U0 , ••• , Up_1)) 

to a continuous section of S over U0 ('I • • • ('I U P-1 by extending it to be zero 
outside Ua ('I U0 ('I··· ('I Up_1• We consider/" o (f(Ua , U0 , • •• , Up_1)) 

as this section over U0 ('I • • • ('I U'P_1 • Now define 

(14) hp(f)(a) =I Ia: 0 {J(u .. , Uo, ... ' up-1)). 
"' It follows that 

(15) for p;;::: 1. 

So iff is a q-cocycle with q > 0, then there is a (q - 1) cochain g, namely 
g = h,;.(f), such that dg = f It follows that H0(U,S) = 0. Thus axiom 
5.18(b) is satisfied. 



Cech Cohomology 203 

A short exact sheaf sequence 0-+ S'-+ S-+ S"-+ 0 induces exact 
sequences 

(16) 

Let Cq(U,S") be the image of Cq(U,S) in Cq(U,S"). Then the short exact 
sequences 

(17) 

yield a short exact sequence of cochain complexes 

(18) 0 __.. C*(U,S')-+ C*(U,S)-+ C*(U,S")-+ 0. 

A refining map ft: 'l3 -+ U induces a homomorphism of short exact sequences 
of cochain complexes 

0-+ C*(U,S')-+ C*(U,S)-+ C*(U,S")-+ 0 

(19) tp tp tp 
0-+ C*('l3,S')-+ C*('l3,8)-+ C*OD,S")-+ 0 

and thus by 5.17 induces a commutative diagram of the associated cohomology 
sequences 

(20) 

... -+ j{H(U,S").! Hq(U,S')-+ Hq(U,S)-+ Hq(U,S").! JfH1(U,S')-+ ... 

t /L:_l tiL: tp: tp: tp:+l 
... _..·ifH('lJ,S")~Hq(m,s') __.. Jlq(m,s) _..ifq(m,s")~JIHl(m,s')-+ .... 

On passing to the direct limit, we obtain a long exact sequence 

(21) ... -----+ ifH(M,S") ~ Hq(M,S') 

-----+ ijq(M,S)-----+ Hq(M,S") ~ JfH1(M,S') -----+ .... 

We shall now prove that the inclusion cochain map C*(U,S")-+ C*(U,S") 
on passage to the direct limit in cohomology induces isomorphisms 

(22) 

These isomorphisms, together with (21), will then yield a long exact sequence 

(23) ... -----+ f{H(M,S") ~ Hq(M,S') 

-----+ Hq(M,S)-----+ Hq(M,S") ~ HH1(M,S')-----+ ... ' 
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which proves axiom 5.18(c). The quotient modules 

(24) 

together with the induced coboundary homomorphisms form a cochain 
complex C*(U) such that 

(25) 0---+ C*(U,S")---+ C*(U,S")---+ C*(U)---+ 0 

is exact. It follows from the long exact cohomology sequence for (25), 
upon passage to the direct limit, that (22) will follow if we prove that the 
direct limit of the modules H"(C*(U)) is 0 for all q. So let U be a locally 
finite cover of M. That the direct limit of the modules H"( C*(U)) is 0 will 
certainly follow if we prove that for an arbitrary /E C"(U,S") there is a 
refinement p.: m---+ U such that p.g(j) E C"(ID,S"). Choose a refinement 
.0 = {0,.} of U = {U,.} such that 0,. c U,. for each ex. For each p EM 
choose a neighborhood VP such that 

(a) Vp c 0,. for some ex. 

(c) VP lies in the intersection of the U,. containingp. 

(d) If u is a q-simplex of the cover U, and p E lui (so VP c lui), then 
Pv •. 1,1J(a) is the image of a section of S over VP. 

It is possible to satisfy (d) since there are only finitely many q-simplices of the 
cover U which contain p. Now let m be the cover {Vp}, and for every p 
choose opE .0 and Up E u such that vp c op c Up. Thus we have a 
refinement p.: m---+ U. Now let a= (VPo' ... , Vp.) be a q-simplex of the 
cover m. Then VPo (i op, F 0' 0 ~ i ~ q, so by (b), VPo c uP,. Thus 
VPo c UPo n · · · n UPo = lp.(a)l. Therefore 

f-tq(j)(u) = Pi,l.ll'<"llf(UPo' • · · • Up) 

= Pi,I,JTp0 ° PJTp0 .ll'(t~llf(UPo' · · · • UP0); 

hence by condition (d), p.11(j) E C11(ID,S"). 
Finally, axiom 5.18(f) follows readily from the above construction of 

(23) by making use of 5.17(3). 

Thus the Cech cohomology satisfies the axioms 5.18 for a sheaf cohomology 
theory. 
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THE DE RHAM THEOREM 

5.34 Convention Since according to the corollary of 5.23, any two 
sheaf cohomology theories on M are uniquely isomorphic, we shall consider 
them as identified via their unique isomorphisms, and shall henceforth use 
JP(M,S) to denote the pth cohomology module of M with coefficients in the 
sheaf 8. With this convention, 

(1) JP(M,S) = HP(M,S); 

and given any fine torsionless resolution 

(2) 0 ~ ;j(" ~ ~0 ~ ~1 ~ ~2 ~ ••• ' 

we have 

(3) 

S.3S In the preceding sections we have obtained canonical isomorphisms 

(1) H~_s(M;G) "-' HX(M;G) "-' HXoo(M;G) "-' HP(M;G) 

of the classical Alexander-Spanier, singular, differentiable singular, and 
Cech cohomology modules of a differentiable manifold M with coefficients 
in a K-module Gover a principal ideal domain K. We have seen that each 
of these is canonically isomorphic with the sheaf cohomology module 
H~'(M,~ with coefficients in the constant sheaf C§. If we take K to be the 
field of real numbers, we can add the de Rham cohomology group HSe R(M) 
to the above list of isomorphisms. In particular, we have canonical iso
morphisms 
(2) H:eR(M)"' HP(M,Bl)"' HXoo(M;fR). 

We shall now prove, with the help of 5.24, that the explicit homomorphism 
from the de Rham to the differentiable singular cohomology theory obtained 
from integration of forms over differentiable singular simplices yields the 
canonical isomorphisms (2). 

We define homomorphisms 

(3) k:r>: £f>(M) ~ S~(M,IR) 

for each integer p ~ 0 by setting 

(4) k:r>(w)(a) = i w 

for each differentiable p-form w on M and differentiable singular p-simplex 
a in M. It is an immediate consequence of Stokes' theorem 4.7 that the 
homomorphisms k:r> induce a cochain map 

(5) k: E*(M) ~ S!,(M,IR). 
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Let 

(6) 

denote the induced homomorphism of the cohomology modules (real 
vector spaces). k! is called the de Rham homomorphism. 

5.36 The de Rham Theorem The de Rham homomorphism k! is 
the canonical isomorphism 5.35(2) for each integer p. 

PROOF The homomorphisms 5.35(3) can be defined for arbitrary open 
sets in M, and yield presheaf homomorphisms 

{£P(U);Pu,v} ~ {S~(U,IR);Pu,v} 
which commute, by Stokes' theorem, with the coboundary homo
morphisms 5.28(2) and 5.31(10). Thus the induced homomorphisms 
of the associated sheaves form a commutative diagram: 

0 ~ /Jl ~ tff0(M) ~ C1(M) ~ C 2(M) ~ · · · 

(1) ~id ~ko ~ kl ~ k2 

0 ~ /Jl ~ S~(M,IR) ~ S!.,(M,IR) ~ S~(M,IR) ~ · · ·. 

Consider now the following commutative diagram of cochain complexes 
in which the rows, according to 5.30(5) and 5.32(2), are exact: 

0 ~ E*(M)~ r(C*(M)) ~ 0 
(2) p 2 .).® 

o~ S!,0(M,IR)~ S!(M,IR)! r(S!(M,IR))~ 0. 

The cochain map CD induces the isomorphisms HS.e R(M) '"'"' HP(M,&l). 
We proved in 5.32(4) that® induces the isomorphisms HXoo(M;IR) '"'"' 
!P'(M,/Jl). That® induces isomorphisms on cohomology follows from 
the corollary of 5.23 applied to the homomorphism of sheaf cohomology 
theories induced according to 5.24 by the homomorphism (1) of fine 
torsionless resolutions of ?A. Thus from the uniqueness of the iso
morphism between sheaf cohomology theories, ® induces the identity 
isomorphism of HP(M,?A). It follows that k! is the canonical isomor
phism 5.35(2) for each integer p. 

5.37 Earlier, in 4.17, we stated a slightly different version of the de Rham 
theorem in terms of singular homology instead of cohomology. We shall now 
see that there is a natural isomorphism 

(1) 

which composed with k: yields the isomorphism 4.17(1 ). (For the definition 
of the real differentiable singular homology group 00 HP(M;IR) and other 
relevant notation, the reader should review section 4.16.) The map (1) is 
defined as follows. Iff represents a cohomology class in HXoo(M;IR), 
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thenfcan be considered as a linear function on the vector space 00 S 21(M;IR) 
of real differentiable singular p-chains in M. In particular, f is a linear 
function on the subspace of 00 S 21(M;IR) consisting of the p-cycles, and f 
vanishes on the p-boundaries in 00S 21(M;IR) since df = 0; hence/determines 
a linear function on the homology group 00H 21(M;IR). Since a real differen
tiable singular coboundary necessarily vanishes on all p-cycles, each coho
mology class in HXoo(M;IR) determines a well-defined element of 00 H 21(M;IR)* 
independent of the representative f chosen. This defines the map (1). We 
leave it to the reader as an exercise to establish that (1) is actually an iso
morphism. Clearly the composition of (1) with k! is exactly the homomor
phism 4.17(1). Thus 4.17(1) is an isomorphism. 

5.38 Remark The singular cohomology groups H~(M;IR) are topo
logical invariants; that is, homeomorphic spaces have isomorphic real 
singular cohomology (see Exercise 19). As a consequence of this and the 
isomorphisms 5.35(1) and (2), the de Rham cohomology groups are also 
topological invariants of a differentiable manifold. 

MULTIPLICATIVE STRUCTURE 

In the case in which S is a sheaf of K-algebras over M, we shall make the 
direct sum of the cohomology modules I HP(M,S) into an associative algebra 

p 

over K. But first we need a few preliminary constructions. 

5.39 Definitions Let C* and 'C* be cochain complexes. Their tensor 
product C* 0 'C* is the cochain complex whose rth module is the direct 
sum 

(1) 

and whose rth coboundary homomorphism is the direct sum 

(2) I (dp 0 '(id)q + ( -l)P(id)j) 0 I dq)· 
P+q=r 

If a EZP(C*) and T EZq('C*), then a 0 T EZPH(C* 0 'C*); whereas if 
a E B21 ( C*) and T E Zq('C*) (or vice versa, if a E ZP( C*) and T E Bq('C*)), 
then a 0 T E B 21H(C* 0 'C*). Thus there is a well-defined homomorphism 

(3) /P(C*) 0 Hq('C*)-+ HPH(C* 0 'C*). 

5.40 Lemma The tensor product of two torsionless K-modules, forK a 
principal ideal domain, is again a torsionless K-module. 
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PROOF Let ). -:;!:- 0 E K, and let Kj). be the K-module whose elements 
are {k/A: k E K}, and in which addition and multiplication by K are 
defined by 

(1) 
k1/A + k2/A = (k1 + k2)/A, 

k(k1/A) = kk1jA. 

Let A be a K-module. We define a sequence of homomorphisms 

(2) 

The first homomorphism is defined by a~---+ ().j).) ®a, the second by 
~ (k;/A) ® ai ~---+ ~ k; ®a;, and the third by ~ ki ® a;~---+~ kiai. 
The second homomorphism obviously has an inverse, so is an isomor
phism; and the third is an isomorphism according to 5.9(2). The 
composition (2) sends a E A to Aa E A. By definition, A is torsionless 
if and only if the composition (2) has kernel zero for each ). -:;!:- 0 E K. 
Thus A is torsionless if and only if 

(3) 0 ~A~ (K/A) ®A 

is exact for each).-:;!:- 0 E K. Now let A and B be torsionless K-modules, 
and let ). -:;!:- 0 E K. Then (3) is exact, and so since B is torsionless it 
follows from 5.14 that 

(4) 0 ~A® B ~ (K/A) ®A® B 

is exact, whence A ® B is torsionless. 

5.41 Definition The definitions of the direct sum S EBff of sheaves 
and the direct sum S EBff ~ S' EBff' of sheaf homomorphisms S ~ S' 
and .r ~.r' are obtained by replacing ® by EEl in 5.9(3)-(8), with the 
deletion of 5.9(7). Observe that the direct sum of fine sheaves is a fine sheaf. 

5.42 The Multiplicative Structure Consider a resolution 

(1) 

By the tensor product of the resolution (1) with itself we mean the sequence 

(2) 0 ~f ~ ~o ® ~o ~ (~o ® ~1) EEl (~1 ® ~o) ~ · · · 

···~ ~ ~'P®~fl~··· 

in which the homomorphism f ~ ~0 ® ~0 is the composition f'"'"' 
f ® .76 ~ ~0 ® ~0 , and in which the homomorphism whose domain is 
~ ~ 'P ® ~(l is the direct sum 

P+a=r 

(3) ~ (d'P ® (id)q + ( -l)'P(id)'P ® dq)• 
'P+fl=r 
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If (1) is a fine torsionless resolution off, we claim that (2) is also a fine 
torsionless resolution of f. That the sheaves in (2) are fine is a consequence 
of the fact that tensor products and direct sums of fine sheaves are also 
fine sheaves. From 5.40 and the observation that direct sums of torsionless 
K-modules are torsionless, it follows that the sheaves in (2) are torsionless. 
That (2) is exact, therefore a resolution, is easily seen at f and at ctf0 ® ttf0 , 

and is proved elsewhere by applying the Kunneth formula to the cochain 
complexes obtained for each m E M from 

(4) · · ·-+ 0-+ <ifo ® <ifo-+ (<i&'o ® <i&'l) ffi (<i&'l ® <ifo)-+ · · · 

... - I ttr'P ® <ifq- . .. 
'P+Il=r 

by restricting to the stalks over m. The extensive algebra necessary for a 
proof of the Kunneth formula, which expresses the cohomology of the tensor 
product of cochain complexes in terms of the cohomology of the individual 
complexes, would not be particularly illuminating for our purposes, so we 
shall simply refer the interested reader to Spanier [28, Ch. 5, §4, THEOREM 2], 
where the Kunneth formula is proved in detail. 

Let 8 be a sheaf over M. From the resolution (2) we obtain as in 5.19(2) 
a cochain complex which we shall denote by r(<i&'* ® ttf* ® 8). If 8 is a 
sheaf of algebras over M, then the natural homomorphism 8 ® 8 -+ 8 
determined by the multiplicative structure of the stalks induces homo
morphisms 

which in turn induce a cochain map 

(6) 

We have, according to 5.39(3), a well-defined homomorphism 

In the case in which 8 is a sheaf of algebras over M, the cochain map (6) 
induces, together with (7), a homomorphism 

(8) 

This will define the multiplicative structure in sheaf cohomology. But first 
we need to show that the multiplication defined by (8) is independent of the 
resolution (1) with which we began. Consider another fine torsionless 
resolution 

(9) 

By tensoring the resolution (1) with the resolution (9) (construction com
pletely analogous to the tensor product of (1) with itself given in (2) and (3) ), 
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we obtain another fine torsionless resolution 

(10) 0 ---+.% ---+ CCo ® ~o ---+ (CCo ® ~~) EB (CCI ® ~o)---+ · · · 

.. ·---+ L <cp®~q-···. 
P+q=r 

A homomorphism of the resolution (1) to the resQlution (10), in the sense 
of 5.24, is generated by the homomorphisms 

CCPro..JCCP®.%---+CCP®~o---+ L CCr®~., 
r+s=p 

where the last map is inclusion. This homomorphism of resolutions induces 
a cochain map r(CC* ® S) ---+ r(CC* ® ~* ® S) which, according to 5.24 
and the corollary of 5.23, induces the identity map Hq(M,S)---+ Hq(M,S). 
By applying these constructions to various resolutions and then tensoring 
resulting cochain complexes, one obtains a commutative diagram of cochain 
complexes and cochain maps 

(11) 

r(CC* ® S) ® r(CC* ® S) -----+ r(CC* ® CC* ® S) 

! ! 
r(CC* ® ~* ® S) ® r(CC* ® ~* ® S) ----+ r(CC* ® ~* ® CC* ® ~* ® S) 

t i 
r(~* 0 S) 0 r(~* 0 S) ~ r(~* 0 ~* 0 S) 

from which is induced the following commutative diagram on cohomology: 

(12) ~ /P*(r(CC* ® S)! r(CC* ® S)) ~ 

HT'(M,S) ® Hq(M,S) ---+ WH(r(CC* ® ~* ® S) ® r(CC* ® ~* ® S))---+ lf1*(M,S) 

~ HPH(r(~* 0 s)! r(~* 0 S)) ~ 
From (12) it follows that the multiplicative structure (8) is independent of 
the choice of (1). 

It follows from the construction of (8) and the associativity of tensor 
products that the multiplicative structure induced on ! H 11(M,S) by (8) 

p 

is associative. Thus (8) makes! HP(M,S) into an associative algebra over K. 
1J 

The homomorphisms <c p ® ceq---+ ceq ® cc p defined by Cp ® Cq---+ 

( -l)Pqcq ® c11 induce a homomorphism of the resolution (2) with itself in 
the sense of 5.24. According to 5.24, this homomorphism of (2) induces a 
homomorphism of cohomology theories which by the corollary of 5.23 must 
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be the identity isomorphism. But the induced homomorphism flP¥l(M,S)---+ 
flP+'~(M,S) sends u · v into ( -1)pqv · u if u E flP(M,S) and v E Hq(M,S). 
Thus the multiplicative structure of~ flP(M,S) satisfies the anti-commuta-
tivity relation 'P 

(13) (u E W(M,8); v E Hq(M,S)). 

5.43 The de Rham Cohomology Algebra Exterior multiplication of 
differential forms induces, by mapping a ® IX~---+ a A IX, a cochain map 

(1) E*(M) ® E*(M) ~ E*(M) 

which together with the natural homomorphisms 

(2) 

of 5.39(3) induces homomorphisms 

(3) 

which make the direct sum~ H~eR(M) into an associative algebra over IR. 
'P 

This is the classical multiplicative structure in de Rham cohomology. 
Now, ~ HSeR(M) also inherits an associative algebra structure from the 

'P 

algebra structure 5.42(8) in sheaf cohomology via the canonical isomorphism 

~ H~eR(M)""' ~ HP(M,Bl). 
'P 'P 

We shall now prove that these two algebra structures on I HSeR(M) are 
'P 

identical. For each open set U c: M, exterior multiplication induces homo-
morphisms 

(4) £P(U) ® P(U)---+ £PH(U) 

which commute with appropriate restrictions and thus yield presheaf 
homomorphisms 

(5) {EP(U);pu,v} ® {Eq(U);Pu,v}---+ {EP+'~(U);Pu,v} 

which in turn induce sheaf homomorphisms 

(6) 

The homomorphisms (6) induce, as is easily checked, a homomorphism (in 
the sense of 5.24) of the tensor product of the resolution 5.28(3) with itself 
into itself: 

0---+ 81---+ @"0(M) ® @"0(M)---+ (t9'0(M) ® @"1(M)) EB (t9'1(M) ® @"0(M))---+ · · · 

(7) tid t t 
0---+ Bl ~ t9'0(M) ~ t9'1(M) ------+ 



212 Sheaves, Cohomology, and the de Rham Theorem 

The homomorphism (7) induces a cochain map r(C*(M) 0 tff'*(M))-+ 
r(C*(M)) which, according to 5.24 and the corollary of 5.23, induces 
the identity map Hq(M,&l)-+ Hq(M,&l). Consider now the following 
commutative diagram of cochain complexes: 

r(C*(M))0 r(C*(M))-+ r(C*(M) 0 C*(M))-+ r(C*(M)) 
(~ f f 

E*(M) 0 E*(M) )- E*(M) 

The diagram (8), together with 5.39(3), induces the following commutative 
diagram on cohomology: 

id HP(M,!?l) 0 Hq(M,&l)- Hp+q(r(lS'*(M)) 0 r(lS'*(M) )) - Hp+q(M,{!f) _.,. Hp+q(M,!?l) 

(9) i i i 
H~eR(M) 0 H~cR(M) ~ HPH(E*(M) 0 E*(M)) H~!MM). 

The composition of homomorphisms in the top row of (9) gives precisely 
the multiplicative structure 5.42(8) in sheaf cohomology; whereas the compo
sition in the bottom row of (9) is precisely the classical multiplicative structure 
(2), and the first and last vertical arrows are the canonical isomorphisms. 
Thus the classical algebra structure on ~ H8e R(M) is identical with that 

p 

induced from the algebra structure on sheaf cohomology. 

5.44 The Singular Cohomology Algebra This section will be written 
in terms of the continuous singular cohomology. All considerations, 
however, apply in exactly the same manner to the differentiable singular 
theory. Let JE SP(M,K) be a singular p-cochain, and let g E Sq(M,K) be 
a singular q-cochain. We shall define a singular (p + q) cochain f ~ g 
called the cup product off and g. Let a be a singular (p + q) simplex in M. 
Define 

(1) (f ~ g)( a) 

= ji(a o kp+q-1 o kp+q-2 o · • • o kP )g(a o kp+q-1 o kp+q-2 o • • • o k q) P+q P+q-1 P+1 0 0 0 ' 

where if q = 0, then the first factor on the right-hand side of (1) is f(a); 
and if p = 0, then the second factor on the right-hand side of (1) is g(a). 
The k's are the mappings defined in 4.6(2). In other words, (1) says that we 
start with a and take the top face q times to get a p-simplex to which we apply 
f, and we start with a and take the 0-face p times to get a q-simplex to which 
we apply g. The multiplication on the right-hand side of (1) takes place in 
the principal ideal domain K. Associativity, namely, 

(2) f ~ (g ~ h) = (f ~ g) ~ h, 
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follows from (1) and from the identity 

(3) kP+a+r-1 o • • . o ka+r o ka+r-1 o . • • o kq 
o o a+r a+1 

= k"+q+r-1 o ••• o kP+a o kP+a-1 o ••• o k q 
P+fl+r 7>+a+1 0 0 

which follows from repeated applications of 4.6(5). The bilinear map 
(f,g) 1--+ f ~ g induces a homomorphism 

(4) S 71(M,K) ® Sq(M,K)- S 71+fi(M,K). 

We claim that 

(5) (df) ~ g + ( -1)"1 ~ (dg) = d(f ~ g). 

We suggest that the reader check ( 5) first for the case in which f and g are 
1-cochains and a is a 3-simplex. In this case some simple pictures will aid in 
following the computation. In general, let T be a singular (p + q + 1) 
simplex. Then from (1) and 5.31(8), and from repeated applications of 
4.6(5), we obtain 

P+a+1 
d(f '-' g)( T) = I ( -1)1(f '-' g)( T 0 k~+fl) 

1=0 

" - ~ (-1)11'(T o kP+Il o kP+fl-1 o • • · o k 71+1 o k 71) g(T o k"+q o' ' ' o k ll) 
- ""' J P+ll+1 P+ll 7>+2 I 0 0 

1=0 

q+1 
+ ( -l)"f(TO k;t:+l 0 ••• 0 k!+l) I< -l)ig(TO k~+q 0 ••• 0 kg+I 0 k/) 

i=1 

7>+1 
= ~ (-l)'J(T o kP+Il o kp+q-1 o ' • • o k71+1 o k 71 ) g(T o kr>+a o • • • o k ") ""' 7>+'1+1 r>+fl 7>+2 I 0 0 

1=0 

q+1 
+ ( -l)"f(TO k:!:+1 0 ••• 0 k!+l) I< -l)ig(TO k~+q 0 ••• 0 kg+l 0 k/) 

i=O 

= (df'-' g)(T) + ( -1)71{!'-' dg)(T). 
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It follows from (5) that the homomorphisms (4) determine a cochain map 

(6) S*(M,K) ® S*(M,K) -+ S*(M,K). 

The cochain map (6) together with the natural homomorphisms 

(7) H~(M;K) ® H~(M;K)-+ JlP~(S*(M,K) ® S*(M,K)) 

of 5.39(3) induces homomorphisms 

(8) 

which give the direct sum! HX(M ;K) the structure of an associative algebra 
fJ 

over K. This is the classical multiplicative structure of singular cohomology. 
Now, ! HX(M;K) also inherits an associative algebra structure from the 

fJ 

algebra structure 5.42(8) on sheaf cohomology via the canonical isomorphism 
! HX(M;K)"'! HX(M,.Yt). The proof that these two algebra structures 

fJ fJ 

on "2. HX(M;K) are identical is exactly the same as the proof of the corre-
P 

sponding statement for the de Rham cohomology as given in 5.43(4) 
through (9), but with the replacement of tf*(M) by S*(M,K) and E*(M) 
by S*(M,K), and so on. 

The results of 5.43 and 5.44 provide the following more complete version 
of the de Rham theorem 5.36. 

5.45 The de Rham Theorem The de Rham homomorphism 

(1) k*: ! H~eR(M)-+! Hfoo(M,fR) 
fJ fJ 

is an algebra isomorphism. 

SUPPORTS 

5.46 Definition A family of supports on M is a family <I> of closed 
subsets of M satisfying: 

(a) The union of any two members of <I> is again in <1>. 

(b) Any closed subset of a member of <I> is also a member of <1>. 

(c) Each member of <I> has a neighborhood whose closure is in <1>. 

Let <I> be a family of supports on M. We recall that M is assumed to be 
at least a paracompact Hausdorff space and where necessary is actually a 
differentiable manifold. If S is a sheaf over M, we let r ~(S) be the set of 
sections of S whose supports are members of <1>. It follows from condition 
(a) that r ~(S) is a submodule of r(S). It follows from (b) that a sheaf 
homomorphism S-+ S' induces a homomorphism r ~(S)-+ r ~(S'). 
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Theorem 5.12 has an exact analog with supports. One needs only to 
make a slight modification in the proof by using condition (c) to help choose 
a cover which will guarantee that the resulting section of S actually lies in 
r op(8). The details are left to the reader as an exercise. 

A cohomology theory £"' for M with supports <I> and with coefficients 
in sheaves of K-modules over M is defined exactly as in 5.18, with the excep
tions that r(8) is replaced by r q,{S) in 5.18(a) and the cohomology modules 
are now denoted by op/P(M,8). The entire development of this chapter can 
be carried through for cohomology with supports with very few modifica
tions. We shall briefly sketch those modifications. 

The proof of existence and uniqueness of a cohomology theory with 
supports (which will make use of the support version of Theorem 5.12) 
proceeds as in 5.18 through 5.25 with the exception that when given a fine 
torsionless resolution 0---+ f---+ ~0 ---+ ~1 ---+ ~2 ---+ • · • , we now define the 
sheaf cohomology modules by setting 

(1) q,Hq(M,8) = na(r op(Cfl* 0 8) ). 

Let {Su;Pu.v} be a presheaf with associated sheaf 8. We let t~~SM be 
the submodule of S M consisting of those elements mapping into r q,{8) under 
the canonical homomorphism SM---+ r(8). It then follows from Proposition 
5.27 and the definition of q,S M that 5.27 holds if we replace 5.27(2) by 

(2) 

(3) 

0---+ (S M)o---+ q,S M ---+ r op(8) ---+ 0. 

The classical cohomology theories with supports are defined by: 

"'H~_8(M;G) = Hq(~~>A*(M,G)/At(M,G)), 

q,H~e R(M) = Hq(q,E*(M) ), 

t~~H1(M;G) = Hq(~~>S*(M,G)), 

t~~H1cro(M;G) = Hq(t~~S!(M,G)). 

In the Cech theory, the support of a q-cochain f E Cq(U,8) is by definition 
the union of the supports of the sections f(a) as a runs over the q-simplices 
of the cover U. If we set q,Cq(U,8) equal to the module of q-cochains with 
supports in <I>, then the development of the Cech theory proceeds as before and 
yields the Cech cohomology modules q,Hq(M,8) with supports. 

The resultant cohomology theories will depend on the family of supports 
chosen. Ordinary cohomology is the same as the special case of cohomology 
with supports in which <I> is taken to be the family of all closed sets. 

The isomorphism theorems and the development of the multiplicative 
structure all proceed for supports exactly as before. In particular, we have 
the de Rham theorem with supports: 

(4) k*: 2 q,H~eR(M) ,_..., 2 t~~Hioo(M;rR) 
1J 1J 

is an algebra isomorphism. 
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EXERCISES 

1 Let S be a sheaf over M. Prove that the mapping m .-. 0 E Sm 
(the "0-section") is continuous. 

2 Prove that sections of sheaves are local homeomorphisms and there
fore are open maps. 

3 Prove that if two sections of a sheaf agree at one point, then they 
agree on a neighborhood of that point. Conclude that the set of 
points on which a section is not zero is a closed set. 

4 A cro function on M determines a cross section of the sheaf of germs 
of cro functions ~ro{M). The set of points in M on which a cro 
function is not zero is an open set; whereas, according to Exercise 3, 
the set of points in M where a section of ~ro(M) is not zero is a 
closed set. Can you reconcile these two facts? Consider examples. 

S Prove that sheaf mappings are local homeomorphisms, and therefore 
are open maps. 

6 Prove that if two sheaf mappings agree at a point then they agree 
on a neighborhood of that point. Conclude that the set of points 
where a sheaf mapping is not zero is a closed set. 

7 Complete the details of the construction in 5.4 of quotient sheaves. 

8 Complete the details of the proof begun in 5.6 that P(a.(S)) is 
canonically isomorphic with S. 

9 Prove that there is a canonical isomorphism (S ® 9Jm....., Sm ® .r m. 

10 Prove that the tensor product of two complete presheaves need not 
be a complete presheaf. 

11 Let cp be a cro function on M. Define a mapping ~ro (M) -+ ~oo (M) 
by sending fm -+ cp(m) · fm . Here, as usual, fm denotes the germ at 
m of a coo function f defined on a neighborhood of m. Prove that 
this mapping is not in general continuous and therefore cannot be a 
sheaf homomorphism. (Caution: Errors are often made at this 
point in the construction of partitions of unity on sheaves-review 
the correct procedure for the construction of a partition of unity on 
rcoo(M) given in 5.10.) 

12 Make the necessary modifications in the proof of Theorem 5.12 
to prove that if <D is a system of supports on M and S -+ .r is a 
surjective sheaf homomorphism with its kernel a fine sheaf, then 
r ~{S)-+ r ~(9") is a surjection. 

13 Carry out the details in the proof of the exactness of 5.17(2). 
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14 Complete the details of 5.24. 

15 Prove that the presheaves 5.26(5) satisfy 5.7(C2), but for p ~ 1 do 
not satisfy 5.7(C1). 

16 Give an example of an exact sequence of modules 

0-+-A-+-B-+-C-+-0 

and a module D such that 

0-+-A®D-+-B®D-+-C®D-+-0 
is not exact. 

17 Find an example of a fine sheaf which has a subsheaf which is not 
fine. 

18 Prove that if you tensor a long exact sequence of torsionless sheaves 
with a sheaf S, then the resulting long sequence is still exact. 

19 Prove that a continuous map f: M-+- N induces in a natural wa¥ 
a homomorphism 

J.: HX(N;G)-+-HX(M;G) 
such that if g: N-+- X, then 

(g 0 f). = !. 0 g.' 
and such that 

(id)* = id. 

Conclude that homeomorphic spaces have isomorphic singular 
cohomology. 

20 Prove that 5.37(1) is an isomorphism. Keep in mind that these 
vector spa~es are generally infinite dimensional. 

ll Prove that if u and T are closed differential forms all of whose 
periods are integer-valued (see 4.17), then u A T has integer periods. 
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Throughout this chapter, M will be a compact oriented Riemannian manifold 
of dimension n unless otherwise indicated. We will see that the ordinary 
Laplacian ( -1) I o2foxt2 has a generalization to an operator !l. on differential 

i 

forms, known as the Laplace-Beltrami operator. Our main objective in this 
chapter is a proof of the Hodge decomposition theorem, which says that 
the equation !l.w = ex has a solution w in the smooth p-forms on M if and 
only if the p-form ex is orthogonal (in a suitable inner product on E"(M)) 
to. the space of harmonic p-forms (those for which !l.cp = 0). From the 
Hodge decomposition theorem we will conclude that there exists a unique 
harmonic form in each de Rham cohomology class. As another simple 
application we will obtain the Poincare duality theorem for de Rham 
cohomology and, from it, the Poincare duality theorem for real singular 
cohomology. To prove the Hodge theorem, we shall give a complete self
contained exposition of the local theory of elliptic operators, using Fourier 
series as our basic tool. The eigenfunctions of the Laplace-Beltrami operator 
and their use in a proof of the Peter-Weyl theorem are discussed in the 
exercises at the end of this chapter. 

THE LAPLACE-BELTRAMI OPERATOR 

6.1 Definitions Recall (from 4.10(6) and Exercise 13 of Chapter 2) 
that there is a linear operator * which assigns to each p-form on M an 
(n- p) form and which satisfies 

(1) ** = (-l)P(H-P), 

We define an operator 15 from p-forms to (p - 1) forms by setting 

(2) 

On 0-forms, 15 is simply the zero linear functional. The Laplace-Beltrami 
operator !l. (Laplacian for short) is defined by 

(3) !l. = M + dl5, 

and is a linear operator on E"(M) for each p with 0 ~ p ~ n. We leave it 
220 
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to the reader as an exercise to check that on E0{1R "),that is, on C~ functions 
n 

on Euclidean space IR n, the Laplacian is simply the operator ( -1) I o2foxi2• 
i=l 

Also, it is a straightforward exercise to check that the Laplacian commutes 
with *• that is, 

(4) .~ = ~ •. 

We define an inner product on the vector space EP(M) of p-forms on M 
by setting 

(5) 

and we denote the corresponding norm by 1111.11. It follows from (6) of Exer
cise 13 in Chapter 2 that the bilinear form defined in (5) is actually symmetric 
and positive definite. We extend the inner products (5) for 0 ~ p ~ n to an 

n 

inner product on the direct sum I £P(M) simply by requiring the various 
EP(M) to be orthogonal. P=o 

n 
6.2 Proposition tJ is the adjoint of don I £P(M); that is, 

(1) 

:ll=O 

(drJ.,p) = (rJ.,tJp). 

PROOF By linearity, and the orthogonality of the P(M), the proof 
reduces to consideration of the case in which 11. is a (p - 1) form and 
p is a p-form. In this case, 

(2) d(rJ. A •P) = drJ. A •P + (-l)P-l(X A d•P 
= drJ. A •P - (X A •tJP. 

By integrating both sides over M and applying the special case of Stokes' 
theorem contained in the corollary of 4.9 to the left-hand side, we obtain 

(3) 0 = JM (drJ. A •P - (X A •tJP) = (drJ.,p) - (rJ.,tJp). 

Thus 

(4) (doc,p) = (11.,tJp). 

Corollary ~ is selfadjoint, that is, 

(5) (11., p E £P(M); 0 ~ p ~ n). 

6.3 Proposition ~(X = 0 if and only if d11. = 0 and tJoc = 0. 

PROOF Clearly ~!1. = 0 if doc= 0 and tJ11. = 0. Now, 

(l) (~oc,oc) = ((dtJ + tJd)11., oc) = (tJoc,tJ11.) + (doc,doc). 

Thus if ~oc = 0, it follows that d11. = 0 and tJ11. = 0. 
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Corollary The only harmonic functions (!lf = 0) on a compact, connected, 
oriented, Riemannian manifold are the constant functions. 

THE HODGE THEOREM 

6.4 Definition We shall let !1* denote the adjoint of the Laplacian on 
£P(M). This operator is, of course, precisely !1 itself since the Laplacian is 
self-adjoint on £P(M), and usually we make no distinction between !1 and 
!1 *. However, this distinction will be important for the form of the following 
definition. 

We shall be interested in finding necessary and sufficient conditions for 
there to exist a solution OJ of the equation !lOJ = IX. Suppose that OJ is a 
solution of !lOJ = IX. Then 

(1) (!lOJ,rp) = (1X,rp) for all rp EEP(M), 

from which it follows that 

(2) (OJ,!l*rp) = (1X,rp) for all rp E P{M). 

Now, (2) suggests that we can view a solution of !lOJ = IX as a certain type 
of linear functional on £P(M), namely, OJ determines a bounded linear 
functional I on P(M) by 

(3) l({J) = ( OJ,{J); 

and in view of (2), the functional/ satisfies 

(4) l(!l*rp) = (1X,rp) for all rp E £P(M). 

This view of a solution turns out to be extremely useful, for it will allow us 
to bring various techniques of functional analysis to bear on the problem 
of solving !lOJ = IX. We shall call such a linear functional a weak solution 
of !lOJ = IX. That is, a weak solution of !lOJ = IX is a bounded linear functional 
1: £P(M) ~ IR such that 

(5) l(!l*rp) = (1X,rp) for all rp E £P(M). 

Later we will deal with weak solutions of a general partial differential 
operator L defined on an open set in Euclidean space, and in place of !1 * 
in (5), there will be the formal adjoint L * of L (see 6.24(3) and 6.31 ). 

We have seen that each ordinary solution OJ E £P(M) of !lOJ = IX 

determines a weak solution by (3). It turns out that the major effort of this 
chapter will be to prove a regularity theorem which says that the converse 
of this is true; that is, each weak solution determines an ordinary solution. 
The main step in proving this converse is to show that if I is a weak solution 
of !lOJ = IX, then I is represented by a smooth form OJ in the sense that there 
is a form OJ E £P(M) such that (3) holds. That the form OJ is then an 
ordinary solution follows from the fact that 
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(6) (llw,{J) = (w,!l*{J) = l(!l*{J) = (oc,{J) 

for all fJ E £P(M), which implies that !lw = oc. 

6.5 Regularity Theorem Let oc E £P(M), and let I be a weak solution of 
!lw = oc. Then there exists w E £P(M) such that 

l(fJ) = (w,{J) 

for every fJ E £P(M). Consequently, !lw = oc. 

We shall assume Theorem 6.5 for the moment as well as the following. 

6.6 Theorem Let { ocn} be a sequence of smooth pforms on M such that 
llocnll ~ c and llflocnll ~ c for all n and for some constant c > 0. Then a 
subsequence of { ocn} is a Cauchy sequence in £P(M). 

We will begin the machinery necessary for the proofs of Theorems 6.5 
and 6.6 in the unit beginning with 6.15. We eventually return to the proofs 
of Theorems 6.5 and 6.6 in 6.32 and 6.33 respectively. Meanwhile, we shall 
assume the two theorems as proved and shall proceed to the Hodge theorem. 

6.7 Definition We let 

(1) lfP = {wE £P(M): !lw = 0}. 

The elements of HP are called harmonic pforms. 

6.8 The Hodge Decomposition Theorem For each integer p with 
0 ~ p ~ n, HP is finite dimensional, and we have the following orthogonal 
direct sum decompositions of the space £P(M) of smooth pforms on M: 

(1) EP(M) = !l(P) EB HP 

= db(EP) EB M(P) EB lfP 

= d(£P-l) EB b(£P+l) EB HP. 

Consequently, the equation !lw = oc has a solution wE £P(M) if and only if 
the pform oc is orthogonal to the space of harmonic pforms. 

PROOF If lfP were not finite dimensional, then lfP would contain an 
infinite orthonormal sequence. But by Theorem 6.6, this orthonormal 
sequence would contain a Cauchy subsequence, which is impossible. 
Thus lfP is finite dimensional. 

It is sufficient to prove the decomposition in the first line of (1), 
for the other two lines of (1) then follow from 6.1(3), 6.2, and 6.3. 
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Let w1 , ••• , w, be an orthonormal basis of JP. Then an arbitrary 
form ot e EP(M) can uniquely be written 

I 

(2) ot = {J + I (ot,wi)wi 
i-1 

where {J lies in (JP)l., the subspace of £P(M) consisting of all elements 
orthogonal to JP. Thus we have an orthogonal direct sum decomposi
tion 

(3) E'P(M) = (Hp)l. ffi H'P. 

The theorem will be proved by showing that (JP).L = ~(EP). We 
let H denote the projection operator of EP(M) onto lP so that H( ot) is the 
harmonic part of ot. 

Now a(£f') c (JP)l.. For if wE £f' and ot E JP, then 

(aw,ot) = (w,aot) = o. 
Conversely, we claim that (JP)l. c a(EP). In order to prove this, we 
first need the following inequality. 

We claim that there is a constant c > 0 such that 

(4) liP II :s;; c napn for all {J E (H'P)j_. 

Suppose the contrary. Then there exists a sequence {J1 E (JP)l. with 
llfJill = 1 and na{Jill-- 0. By Theorem 6.6, a subsequence of the Pi' 
which for convenience we can assume to be {P1} itself, is Cauchy. Thus 
lim (p1,VJ) exists for each 1p E EP(M). We define a linear functional I 
f--+00 

on £f'(M) by setting 

(5) l( VJ) =lim ({J1,1p) for 1p e £P(M). 
i-+oo 

Now I is clearly bounded, and 

(6) l(arp) = lim ({J1 ,arp) =lim (a{J1, rp) = o, 
i->oo i->oo 

so I is a weak solution of ap = 0. By Theorem 6.5, there exists 
{J E EP(M) such that /(1p) = ({J,VJ). Consequently, {J1 -+- {J. Since 
llfJ111 = 1 and {J1 E (JP)l., it follows that llfJII = 1 and {J E (JP)l.. But 
by Theorem 6.5, ap = 0, so {J E lP, which is a contradiction. Thus 
(4) is proved. 

Now we shall use (4) to prove that (JP)l. c a(EP). Let ot E (HP)l.. 
We d~fine a linear functional/ on a(EP) by setting 

(7) l(arp) = (ot,rp) for all rp e EP(M). 

Now I is well-defined; for if arp1 = arp2, then 'P1 - 'P2 E HP, so that 
(ot, 'P1 - 'P2) = 0. Also I is a bounded linear functional on a(EP), for let 
rp E EP(M) and let 1p = rp - H( rp ). Then using ( 4), we obtain 
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(8) 1/(~cp)l = 1/(~tp)l = l(oc,tp)l ~ llocll ii1Jlll 
~ c llocll 11~1Jlll = c llocll ll~cpll. 

By the Hahn-Banach theorem [26, p. 228], I extends to a bounded 
linear functional on £P(M). Thus I is a weak solution of ~w = oc. 
By Theorem 6.5, there exists wE £P(M) such that ~w = oc. Hence 

(9) 

and the Hodge decomposition theorem is proved. 

6.9 Definition We define the Green's operator G: £P(M)---+ (flP)l. by 
setting G{oc) equal to the unique solution of ~w = oc- H(oc) in (flP)l.. 
We leave it to the reader as an exercise to prove that G is a bounded self
adjoint linear operator which takes bounded sequences into sequences 
with Cauchy subsequences. 

6.10 Proposition G commutes with d, ~. and~- In fact, G commutes 
with any linear operator which commutes with the Laplacian ~-

PROOF Suppose that T~ = ~T with, say, T: £P(M)---+ Eq(M). Let 
7T<HplJ.. denote the projection mapping of £P(M) onto (flP)l.. By 
definition, G = (~I (flP)l. )-1 o 7T<WlJ... Now, the fact that T~ = ~T 
implies that T(HP) c /{q; and since (flP).l = ~(EP), it implies also that 
T((flP)l.) c (Hq).l. It follows that 

(1) T 0 7T(HP).l = 7T(If").l 0 T, 

and on (HP).l, 

(2) 

and hence on (flP)l., 

(3) 

It follows from (1) and (3) that G commutes with T. 

6.11 Theorem Each de Rham cohomology class on a compact oriented 
Riemannian manifold M contains a unique harmonic representative. 

PROOF Let oc be an arbitrary p-form on M. From the Hodge decomposi
tion theorem and from the definition of the Green's operator G, we have 

(1) oc = dfJGoc + MGoc + Hoc. 

Since G, by 6.10, commutes with d, we have 

(2) IX = d~GIX + fJGdoc + Hoc. 

Thus if oc is a closed p-form, 

(3) IX = d{JGoc + Hoc, 
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so Hrt. is a harmonic p-form in the same de Rham cohomology class as is 
rt.. If two harmonic forms rt.1 and rt.2 differ by an exact form d(J, then 
we have 

0 = d(J + ( rJ.l - rt.2)· 

But d(J and ( rt.1 - rt.2) are orthogonal since 

(d(J, rJ.l - rt.2) = ((J, brt.l - brt.2) = ((1,0) = 0. 

Thus d(J = 0 and rt.1 = rt.2 • Thus there is a unique harmonic form in 
each de Rham cohomology class. 

Corollary The de Rham cohomology groups for a compact, orientable, 
differentiable manifold are all finite dimensional. 

PROOf Any differentiable manifold can be equipped with a Riemannian 
metric (Exercise 23 of Chapter 1), and so the corollary follows immedi
ately from Theorem 6.11 and from the finite dimensionality (6.8) of the 
spaces H 11 of harmonic forms. 

6.12 Let M be a compact, oriented, differentiable manifold of dimension n. 
We define a bilinear function 

(1) 

by sending 

(2) 

where rp and "P are closed forms representing the cohomology classes { rp} in 
HJ.e R(M) and {"P} in HJ';~(M). Observe that the bilinear map (2) is well
defined. For example, if rp1 is another representative of the de Rham class 
{ rp }, then rp1 = rp + d~ for some form ~, and by the special case of Stokes' 
theorem which is contained in the corollary of 4.9, 

(3) JMrpl A 'ljJ = JMrp A 'ljJ + JMd~ A 'ljJ 

= JMrp A 'ljJ + JM d(~ A 'ljJ) = JMrp A "P· 

Observe also from its definition that the bilinear function (2) depends on the 
orientation on M. 

6.13 Theorem (Poincare duality for the de Rham cohomology of 
a compact oriented n-dimensional manifold M) The bilinear function 
6.12(2) is a non-singular pairing and consequently determines isomorphisms 
of Hg;:,(M) with the dual space of HJ.e R(M): 

(1) 
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PROOF Given a non-zero cohomology class {ql} E HSeR(M), we must 
find a non-zero cohomology class {tp} E Hg;-:_(M) such that ({ ql},{tp}) ¢ 
0. Choose a Riemannian structure on M. We can assume, according 
to 6.11, that ql is the harmonic representative of { ql }. Since the cohom
ology class { ql} is not zero, ql is not identically zero. Since •d = d•, 
it follows that *ql is also harmonic, and therefore closed by 6.3, and 
so *ql represents a cohomology class {•ql} E Hg;-:_(M). Now 

(2) 

Thus the pairing 6.12(2) is non-singular, and the isomorphism (1) 
follows from 2.7. 

Corollary If M is a compact, connected, orientable, differentiable manifold 
of dimension n, then Hlfe R(M)"' IR. 

6.14 Remark The real continuous singular homology groups HP(M;rR.) 
are defined just as in 4.16, with the exception that all continuous simplices 
in Mare allowed, not just differentiable simplices. The isomorphism 5.37(1) 
holds for the continuous case exactly as for the differentiable theory. By 
combining 6.13 with the de Rham theorem 5.36, with the canonical isomor
phism 5.32(5) of the differentiable with the continuous real singular cohom
ology of M, and with the isomorphism 5.37(1) for the continuous real 
cohomology and homology, we obtain the Poincare duality between the real 
singular cohomology and the real singular homology of M: 

(1) 

SOME CALCULUS 

We now begin to develop the machinery necessary for the proofs of Theorems 
6.5 and 6.6. 

6.15 Notation We shall be using multi-index notation oc = (oc1 , ••• , ocn) 
where the oci are integers. We let loci denote the ordinary Euclidean norm of 
oc; that is, 

(1) 

and if the oci are all non-negative, then we let 

(2) [oc] = oc1 + · · · + ocn. 

If oc and fJ are both n-tuples of integers, then 

(3) 'YJ,. = n1,.1 • • • 'Yin,."• where we set ()0 = 1. 
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We shall use X; for the ith canonical coordinate function on fRn, and let 

(4) 

The octh derivative operator D~ is defined for each n-tuple oc of non
negative integers by 

(5) 

where i = J=i. (The addition of the factor of i will be convenient later.) 
We let YJ denote the complex vector space consisting of coo functions 

defined on fRn which have values in complex m space ([;m and are periodic 
of period 27T in each variable. I would suggest that the reader assume m to 
be 1 for the first reading of this section since that case contains all of the 
essential ideas and the computations are somewhat simpler. We will arrange 
the notation so that it is essentially the same for general m. One note of 
caution concerning the notation is this. If y, fJ E em, then y · fJ means the 
Hermitian product y1{31 + · · · + Ymflm· If m happens to be 1, then y · fJ 
means yp. The associated norm is denoted by lyl. 

If qJ, "P E f!IJ, then qJ • "P is the complex-valued function which is the 
Hermitian product of qJ and 1p; that is, 

(6) (jl • "P = (jl1"P1 + · · · + (jlm"Pm • 

We let I"PI denote the real-valued function 

(7) IV' I = ( Y' • "P)l'2. 

If qJ E f!IJ and iff is a periodic complex-valued coo function on fR n (all 
periods always 21r), then qJj shall denote the element of f!IJ whose ith com
ponent function is rpJ; that is, 

(8) 

Let Q c fR n be the open cube 

(9) Q = {p E IRn: 0 < X;(p) < 27T, i = 1, ... , n}. 

We shall be introducing a number of different norms on f!IJ. 
shall mean the ordinary L2 norm of "P over Q, 

(10) 1 ( r )1/2 
ii"Pll = (27r)n/2 Jo"P. "P ' 

and (1Jl,qJ) shall denote the L 2 inner product, 

(ll) (1jJ,(jl) = (2~)" L 'II'· (jl. 

The norm II "Pi! oo shall denote the uniform norm of 1p, 

(12) li"Piioo =sup 1'11'1· 
Q 

By ll"PII we 
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6.16 Some Facts about Fourier Series If <:p E f!JJ and if ~ = 

(~ 1 , ... , ~n) where the ~; are integers, then the ~th Fourier coefficient 
t.fig E l[:m is defined by 

(1) t.p• = _1_ r t.p(x)e-ix·5 dx 
' (27Tr Jo ' 

where X·~= X1~1 + · · · + Xn~n· 
First we are going to show that the Fourier series L cp/"'·~ of <:p converges 

s 
uniformly to t.p. Let an integer k > 0 be given. By integrating (1) ·repeatedly 
by parts, differentiating <:p and integrating e-ix·s, and observing that the 
boundary terms drop out since the integrand is periodic, one sees that there 
is a constant c; depending on <:p and its derivatives up to order at most 
2nk such that 

(2) I I < c~ for all ~ $ 0, 
t.p~ - (Il ~i)2k 

where IT~; denotes the product of all the non-zero ~;. It follows that there 
is a constant ck such that 

(3) 

Consider now the question of convergence of the series L (1 + 1~1 2)-k. 
If we let ~ 

(4) 

then the number of elements of S; is at most 2n(2j + l)n-1 , and for each 
~ E S;, 1~1 2 2_j2, so that 

(5) _ ~ 1 < 2n(2j + lt-1 < ·n-1-2k 
S·- £.., C) 

1 ~ES; (1 + ~~~2)k - (1 + /)k -

for j 2. 1, where c is a constant depending only on n. Consequently, 

1 00 00 1 
(6) f (1 + 1~12l = 1 + ;~/i ~ 1 + c;~jl+2k-n, 
and so the series 2 (1 + I ~1 2)-" converges for 1 + 2k - n > 1, or in other 
words, for ; 

(7) 

where [n/2] denotes the greatest integer less than or equal to nf2. It would 
be an interesting exercise for the reader to reach the same conclusion by 
using an integral test. 
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It follows from (3) that if we take k ~ [n/2] + 1 as in (7), then the Fourier 
series 

(8) 

converges uniformly to some continuous function <1>. We claim that <I> = cp. 
This is of course due to the completeness of the trigonometric system and 
may be deduced as follows from the Stone-Weierstrass theorem [13], [26]. 
Let 1p = cp - <1>, and let t E 9 be a trigonometric polynomial; that is, 
t is a finite linear combination of terms of the form a/'z.; for a; E em. 
Then since cp and <I> have the same Fourier coefficients, 

(9) JQ'P. t = 0. 

Now if e > 0 is given, then by the Stone-Weierstrass theorem there is a 
trigonometric polynomial t E 9 such that ii'P - til"" < e. Thus, using (9), 
we see that 

(10) I JQ 1p • 1p I= I JQ 1p • (1p- t) I~ e(21T)n II'PII. 

Consequently ii'PII ~ e. But e > 0 was arbitrary and 1p is continuous, so 
1p = 0. Thus the Fourier series of a periodic C"" function cp converges 
uniformly to cp, 

(11) 

It follows from integration by parts that the Eth Fourier coefficient of 
D,.cp is E1121 • • • En,.•cpi. Thus 

(12) D12cp(x) = ! E12cp;ei"'·~ 
e 

From (11) and the orthogonality of the trigonometric system, we obtain 
the Parseval identity: 

(13) 

Applying (13) to D 12 cp, we obtain 

(14) IID,.cpJ1 2 =!e,.lcpel2 • 
E 

It follows from (14) that given a non-negative integer t, there is a constant 
c greater than zero and depending only on t and n such that 
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6.17 The Sobolev spaces H. Let S denote the complex vector space 
consisting of all sequences of complex vectors in em indexed by n-tuples of 
integers ¢ = (¢1 , .•• , ¢n). Thus if u E S, u = {us} where ¢ runs over all 
n-tuples of integers and where each usE em. For each integers (positive, 
negative, or zero) the Sobolev space H, is the subspace of S defined by 

(1) 

It follows from the Schwarz inequality that 

(2) It (1 + l¢1 2)<•+t>l2us · vi 12 ~ ( t (1 + 1¢1 2)' lus12) ( t(l + l¢1 2)t lvsl 2); 

hence the left-hand side of (2) is finite whenever each member of the right
hand side is finite. We can therefore define an inner product on H, by 

(3) 

The associated norm is 

(4) 

It also follows from (2) that (u,v), exists if u E Ht and v E Ht., where 
(t + t')/2 = s. 

Since H, is simply an /2-space in which the measure space is the set of 
all n-tuples of integers ¢, and the measure is the counting measure weighted 
by (1 + I ¢12)', it follows that H, is a Hilbert space. 

We define a linear transformation Kt on S for each integer t by setting 

(5) 

Finally, we identify f!IJ with a subspace of S by associating with each 
<p E f!IJ its sequence of Fourier coefficients { <ps}. In view of 6.16(12) we can 
extend the derivative operator D" from f!IJ to all of 8 by setting 

(6) (D"u)5 = ¢"u5 • 

The inequality 6.16(3) together with 6.16(7) shows that the more differen
tiable a function is, the greater the order s of the Sobo1ev space H, in which 
its sequence of Fourier coefficients lies. In particular, f!IJ c H. for each s. 
Moreover, f!IJ is dense in each H, since each u E H, for which all but a finite 
number of the u5 are zero belongs to fJJ. We consider elements of the Sobolev 
spaces H, as formal Fourier series or "generalized functions." A fundamental 
lemma due to Sobolev says that if u E H, for sufficiently large s, then the 
formal Fourier series determined by u actually converges to a function with 
a certain number of derivatives depending on s. This lemma will be one of 
the key steps in the proof of the regularity theorem, for it will allow us to 
conclude that a generalized solution of a partial differential equation which 
belongs to a sufficiently high Sobo1ev space is an actual solution. 
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Some salient features of the H. spaces are collected in the following 
theorem, which is divided into parts (a)-(j). 

6.18 Theorem 

(a) Let s be a non-negative integer. Then there are constants c and c', 
depending at most on s and n, such that 

s 

(1) c l!rpll. :$; 2 IID"rpll :$; c'lltflll. for all tp E9. 
[a]=O 

Moreover,for the cases= 0, we actually have the equality 

(2) II rpll = II rpllo for all tp E 9. 

(b) If t < s, then llull 1 :$; llull., so H. c H 1 • Thus the union of the H. 
spaces over all integers s is a subspace of 8, which we denote by H_"" . 

(c) & is a dense subspace of H. for each s. 

(d) K 1 is an isometry of H, onto H8_ 21 with inverse K- 1, 

(3) llulls = IIK1ulls-2t ; 
and K 1 maps 9 into 9. If tp E 9 and t ~ 0, then 

(4) 

Moreover, for all sand t 

(5) (u,v)8 = (u,K1v),_1 = (K1u,v),_1 for u, v E H,. 

(e) Schwartz Inequality If u E H,+t and v E H._1 , then 

l(u,v).l :$; llulls+t llvlls-t · 
(f) If u E Hs+t, then 

l(u,v).l 
l!ull.+t = sup -

11
-

11
-. 

veH,-t V s-t 
v*O · 

(g) "Peter-Paul" Inequality Given integers t' < t < t" and e > 0, there is 
a constant c(e) > 0 such that 

llull 12 :$; e !lull/+ c(e) l!uiV 

for all u E H1 •• (We refer to this inequality as the Peter-Paul inequality 
in view of the comparison with part (b), although the morality has 
been twisted around. Rather than robbing Peter to pay Paul, here we 
are paying Paul (llull 1·) in order to rob Peter (llull 1·).) 

(h) D" is a bounded operator from H•+£aJ to H,for each s; indeed, 

I!D«ull, :$; llul!,+[aJ for all u E H,+[«l· 
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(i) Let w be a C'' complex-valued periodic function on IR n. Then given 
an integer s, there are positive integers c and c', with c depending only 
on s and n, and c' depending on s, n, and on w and its derirath·es, 
such that 

(6) lfwtpfls ~ c llwllx lltFII. + c' llrplls-1• for rp E&>. 

In particular, there is a constant c" depending on w, s, and 11 such that 

(7) llwrpll. ~ c" llrpll •• 

so multiplication by (u extends by continuity to a bounded operator on H8 • 

(j) Let w be a coo complex-valued periodic function on 1R ". Then given an 
integers, there is a positive constant c such that 

(8) j(wu,v).- (u,wv).l ~ c(fiull. !lvlls-1 + llulls-1 llvll.) 

for each u, v E H •. For the cases= 0, we have 

(9) (wu,v)0 = (u,wv)0 • 

PROOF The inequality (1) follows from 6.16(15) and the fact that 
whenever a1 , ... , an are positive numbers, then 

(10) 

The equality (2) is simply the Parseval identity 6.16(13). 
Part (b) is obvious. The fact that 6.16(3) holds for each integer 

k > 0 implies that { rp~} E H. whenever rp E &>, and as we have already 
indicated in the remarks immediately preceding the theorem, &> is 
dense in H. since each u E H. for which all but a finite number of the us 
are zero belongs to&>. 

The identities (3) and (5) in (d) are obvious; that the inner products 
are all well-defined follows from the remark immediately following 
6.17(4). Let rp E&>. We have K1rp = {(1 + l~l 2)1 rpg}. It follows from 
6.16(3) and (7) and from the fact that there exists the inequality 

(11) 

that the series 

(12) 

and all its formal derivatives 

(13) 2 Da(l + 1~12)trp~eix·~ = 2 ~a(l + 1~12)'rp~eix·~ 
~ g 

converge uniformly. Thus (12) converges to a periodic C" function and 
therefore is an element of &>. Hence K 1 maps &> into &>. For (4), 
simply observe that the ~th Fourier coefficient of the right-hand side 
equals (1 + I~I 2Yrp;. 
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The Schwartz inequality (e) is none other than 6.17(2). It follows from (e) 
that 

To prove the equality in(/), let v =K1u. Then by (d), 

II II _ (u,u)s+t _ (u,v), 
u s+t- - . 

llulls+t llvll,-t 

To prove the Peter-Paul inequality (g), first observe that for any 
positive number y, 

(14) 1 ::;: y~·-t + ert· 
since either y or 1/y is greater than or equal to 1. If in (14) we let 

we obtain 

(1 + IEI2) 1 ::;: e(1 + IEI2) 1' + e<t'-tlllt'-t>(1 + IEI2)", 

from which the Peter-Paul inequality follows with 

c(e) = e<t'-tlllt'-t~ 

The inequality in (h) follows from the inequality (11). 
In part {i), the inequality (7) follows immediately from part (b) and 

inequality (6). To prove (6), we first consider the case in which 
s ~ 0. Let cp e 9. Then by applying (1), we obtain 

• 
II rocp 11. ::;: const I II v•rocp II 

[«]-0 

8 ' 

::;: const I llroD•cpll + const I nv•rocp- roD 11cpll 
[«]-0 [«]=0 

s-1 

=:;: C llrollao llcpll, + const I IID«cpll 
[«]=0 

At the third stage we have used the fact that D«rocp - roD«cp only contains 
derivatives of cp up to order [«] - 1. For s < 0 we have 

(15) llrocpl1,2 = (rocp,rocp), = (roK-'K'cp,K'rocp)0 

= (K-'roK'cp,K'rocp)0 + ((roK-•- K-'ro)K'cp,K'cocp)0 

~ I(K-'roK~cp,K'rocp)0 1 + I ( -Il a«D«K'cp,K'rocp) I, 
[«]=0 . 0 
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where the a~ are combinations of derivatives of w. Now, by the case 
s ;;:::: 0 of (i) we obtain 

(16) !(K-•wK•cp,K•wcp)0! = J(wK•cp,K•wcp)_8 j ~ llwK•cpiL. IIK•wcpll-s 

~ (c llwlloo IIK'cpll-s + k' IIK'cpll-s-l)(IIK'wcpll-.) 

= (c IJwlloo llcpll. + k' llcplls-1) Jjwcpll,. 

As for the last term in (15), 

(17) I< -r1aaD"K'cp,K'wcp > I ~ const -I-1 1(D~K'cp,K'wcp)ol 
[a]=O 0 [a]=O 

-2s-1 
~ const 2 IID"'K 8cpll. IIK'wcpjj_, 

[«]=0 

-2s-l 

~ const 2 IIK'cplls+[«J IIK'wcpjj_, 
[«]=0 

~ const IIK'cpll-s-1 IIK"wcpll-. 

~ const llcpll.-1 llwcpll •. 

Thus for s < 0, (6) follows from (15), (16), and (17). 
It is sufficient to prove (8) and (9) in part (j) on the dense subspace fYJ 

of H.. Observe that (9) follows immediately from the fact (2) that the 
L2-norm is identical with the Sobolev norm II llo on fYJ. Let cp, 1p E fYJ. 
We consider the case of (8) in which sis negative. Using part (d) and 
equation (9), we obtain 

(wcp,VJ). = (wK-•K•cp,K81p)0 

= (K-•K•cp,(iJK'VJ)o = (K•cp,K-•wK•VJ)o 

= ( cp,ii>VJ). + (K•cp,(K-•w -wK-•)K"VJ)o. 

It follows as in (17) that 

j(wcp,VJ)8 - ( cp,WVJ),I ~ const II Cfllls IIVJIIs-1· 

By symmetry we also have 

l(wcp,VJ).- (cp,wVJ).I ~ const IIVJII. llcplls-1· 

Thus (8) is proved for s negative. The proof is similar for s positive. 
The proof of Theorem 6.18 is complete. 

6.19 Difference Quotients If cp E fYJ, then the ~th Fourier coefficient 
of the translate cp(x + h) of cp by an element hE IR n is eih·scp~. Thus if 
u E S and h E 1R n, we define the translate of u by h to be the element 

(1) 
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The difference quotient of u determined by a non-zero h is the element 

(2) "- ~,(u)- u - { (eih·s- 1) } S II - - Ug E . 
lhl lhl 

So if cp E ~.then Th(cp)(x) = cp(x +h) and 

"(x) = cp(x + h) - cp(x) 
cp lhl 

Observe that if u E H,, then 

(3) 

so Th is an isometry on H,. Thus, in particular, if u E H., then also uh E H. 
for each h. It follows from the inequality 

(4) I 
ih·s - 1 12 = I (cos h · $) - 112 + I sin h · $ 12 = 2(1 - cos h · $) 

lhl lhl lhl lhl2 

= 4 sin2(th · $) ~ (h · $)2 < (1 l$l2) 
lhl2 lhl2 - + 

that if u E Hs+I, then the uh are uniformly bounded in the s-norm. In fact, 

(5) 

We shall need the converse of this, as follows. 

6.20 Lemma Let u E H. , and assume that there is a constant k such that 
II uh II 8 ~ k for all non-zero h E fR n. Then u E H,H . 

PROOF For each positive integer N we let u.v be the element of H, 
obtained by truncating u at N; that is, 

(1) {
Ug if l$1 < N 

(uN)g = 
0 otherwise. 

We need only prove that the lluNIIs+I are uniformly bounded. Let 
( el' ... ' en) be. the standard orthonormal basis of fR n' and let h = te i • 

Then 

(2) 

Since there are only finitely many ; with I ;1 < N, and since by hypothesis 

~ (1 + 1;12Y lugl21 eih·s- 1 12 ~ k2, 
ls!<x lhl 

it follows from (2) that 

~ (1 + l$12)" lu;l2l;;l2 ~ k2• 
lsi<N 
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Thus llusii.H = 2 (1 + I;I2Y+llusl 2 ~ nk2 + llulls2, so the lluNIIs+I are 
I~I<N 

uniformly bounded, and consequently u E Hs+l· 

6.21 Associate with each u E H_ 00 the series ,! u~eix·~. It will be of funda

mental importance in what follows to know when this series converges, and 

(if it converges) how differentiable its limit is. The answer is supplied by the 

following lemma due to Sobolev. 

6.22 Sobolev Lemma If t ;;:::: [n/2] + 1 and u E Ht, then the series 
,! u~eix·s converges uniformly. Thus each u E Htfor t ;;:::: [n/2] + 1 corresponds 
s 

to a continuous function. 

PROOF It is sufficient to demonstrate that the series converges absolutely, 

! Ius I < oo. Now, 

I lusl = L (1+ 1~1 2)-112(1 + l~l 2)t12 lusl 
lsi<·"· 1~1<.1\' 

~ ( I C1 + 1~12)-t)l/2 ( I (1 + 1;12)t 1«~12)1/2 
I~ I <N lsi<N 

~ ( ! c1 + 1;12rt.)112 ll«llt· 
lsi<N 

Thus the result follows from 6.16(7). 

Corollary (a) If u E Ht where t ;;:::: [n/2] + 1 + m, then D«u = ! ~«useix·s 

converges uniformly for [ex] ~ m. Thus each u E H 1 for this range oft corre
sponds to a function L u/"'"S of class em. 

PROOF With u E Ht for t ~ [n/2] + 1 + m and with [ex] ~ m, it 
follows from 6.18(h) that D2 u E Ht-C«l, where t - [ex] ;;:::: [n/2] + 1. 
Thus it follows from the Sobo1ev lemma that ! ~«ul"'·s converges 
uniformly. Now this series is the exth "formal" derivative of the series 
L u/x· s. Thus I u/"'"s is of class em. 

Corollary (b) From the proof of 6.22 it follows that if t ;;:::: [n/2] + 1, 

then there is a constant c > 0 such that if q1 E ~, then 

(1) 

Applying (1) to D«rp and using 6.18(h), we obtain 

(2) 

6.23 Rellich Lemma Let {ui} be a sequence of elements of H1 with 
lluillt ~ 1. If s < t, then there is a subsequence of {ui} which converges in H8 • 

PROOF By assumption, 

(1) 



238 The Hodge Theorem 

For each fixed ;, elements of the sequence {1(1 + 1 ;1 2) 1'2u~l} are all 
bounded by 1, so the sequence {(1 + 1 ;1 2) 1'2u~} has a convergent sub
sequence in em. By the usual diagonal process, one can select a sub
sequence {uii} such that the sequence (1 + 1 ;l 2) 1'2u~1 converges in em 
for each fixed ;. We claim that {uii} is Cauchy, and therefore convergent, 
in H. if s < t. Let e > 0 be given. Now, 

(2) llu 1; - uikll.2 = ~ (1 + 1;12)"-1(1 + 1;12Y luf1 - uJkl 2 

I~I<N 

+ ~ (1 + 1;12y-t(1 + j;j2)t luf; _ u~kl2. 
lsi2:N 

The second sum in (2) is bounded by 

N2(s-tl ~ (1 + j;l2i(lu:112 + 2 luJ1IIu$kl + luJkl2), 
lsJ2:N 

which is :=:;;4N2(Hl in view of (1). Since s - t < 0, 4N2(s-tl can be 
made less than e/2 by taking N large enough, say N = N0 • The first 
sum in (2) is then bounded by 

(3) ~ (1 + j;j2)t luP - u:kl2, 
lsi<No 

and since there are only a finite number of terms in this sum and since 
the sequences (1 + j;l 2) 112u~1 converge for each fixed ;, there is a 
constant J > 0 such that if j; and A are greater than J, then (3) is less 
than ef2. Thus for j;,A > J, we have llu11 - uikll,2 < e, and the proof 
is complete. 

6.24 Definitions A (linear) differential operator L of order I on the 
em-valued coo functions on IRn consists of an m x m matrix (L;;) in which 

(1) 
l 

L;; = ~ a:1D", 
[«]=0 

and the a:; are coo complex-valued functions on IR n, with at least one 
a;1 ~ 0 for some i,j and for some oc for which [oc] = I. A differential operator 
L is a periodic differential operator, or an operator on &, if, in addition, 
the a;; are periodic functions. 

Let L be a periodic differential operator, and let (/) E & with component 
functions (/)1, ••• , (/lm· Then 

(2) Lql = (t Lt;(/l;, ... , t Lm;(/l;). 

It follows from integration by parts that if we define the operator L * on &' by 

l 

(3) Li; = ~ D"aj; 
[«]=0 
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so that the ith component of L *cp is given by 
m l 

(4) (L*cp), =! ! Da(aj.<p1), 
i=O [tr]=O 

then in the L2 inner product on &' we have 

(5) (Lcp,1p) = ( cp,L *1p) 

for cp, 1p E &J. L* is called the formal adjoint of L. The word "formal" is 
used here to emphasize that L * is not the adjoint of L on a Hilbert space. 
It is simply the adjoint relative to the L2 inner product on &J. 

6.2S Proposition Let L be a partial differential operator on &J of order I, 
and lets be an integer. Then there are positive constants c, k, and c', where c 
depends only on n, m, 1, and s, where k is a bound on the absolute values of 
the coefficients of the highest order terms in L, and where c' depends on n, m, I, 
s and on all the coefficients of Land their derivatives up to order I, such that 

(1) IILcpll. ~ ck II cplla+z + c' II cpll.+z-1 

for all cp E &J. In particular, there is a constant c" such that 

(2) 

for all cp E 9, so L extends by continuity to a bounded operator from H,+1 

to H,for each s. 

PROOF The inequality (2) is an immediate consequence of (l) and 
6.18(b). As for (1), the case m = 1 (in which elements of 9 are C 1 

valued functions and the operator L is a single partial differential 
operator I a" D 11 rather than a matrix) follows immediately from 

tr 
6.18(h) and (i). The inequality (l) for general m follows from the case 
m = l and from the inequality IILcpll. ~ const I IIL;1cp111, where 

i,i 

cp = (cpb ... , l'flm) E 9, and the constant depends only on m. 

6.26 Remark If L is an operator on 9 of order /, and if w is a cao 
complex-valued function on IR", then the operator M = wL - Lw, where 
Mrp = w(Lrp)- L(wrp), is of order at most 1- 1. Consequently, givens, 
there is a positive constant such that 

(1) 

for all rp E 9. 

6.27 Lemma If w is a real-valued periodic cao function, and L is a differen
tial operator of order 1 on 9, then there is a positive constant such that 

(1) I(L(w2u), Lu), - IIL(wu)ii.2i ~ const (llull.+z llulls+l-1) 

for all u E H,+l . 
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PROOF I(L(w2u), Lu). - (L(wu), L(wu)).l 
~ l(wL(wu), Lu). - (L(wu), wLu),l 
+ I(L(wu), (wL - Lw)u).l 
+ I((Lw- wL)(wu), Lu),l, 

and (1) follows by applying 6.18(j), 6.25(2), and 6.18(7) to the first 
term and applying the Schwartz inequality, 6.26(1), 6.25(2), and 6.18(7) 
to the last two terms. 

ELLIPTIC OPERATORS 

6.28 Definition Let L be a partial differential operator of order /. 
We write Las 

(1) 

where P1( D) is an m x m matrix each entry of which is a differential operator 
.I a~D~, homogeneous of order j, and where the a~ are err> complex

[~l=i 

valued functions on !Rn. We let P1(~) denote the matrix obtained by sub-
stituting ~~ for D~ in P1(D), where ~ = a1 , ••• , ~n) is a point in !Rn. 
Lis said to be elliptic at the point x e 1R n if the matrix P1(~) is non-singular 
at x for each non-zero ~. L is elliptic if it is elliptic at each x. Observe that 
ellipticity is a condition on the highest-order part of L only. Observe also 
that L is elliptic at x if and only if 

(2) L( <p1u)(x) =;I= 0 

for each em-valued err> function u such that u(x) =;I= 0 and each smooth 
real-valued function <p such that <p(x) = 0 but d<p(x) =;I= 0, since for each such 
<p and u, 

(3) 

The advantage of this criterion {2) for ellipticity is that it generalizes to a 
coordinate-free definition of ellipticity on manifolds, as we shall see later. 

The basic analytic property of an elliptic operator that we shall need is 
the following. 

6.29 Fundamental Inequality Let L be an elliptic operator on 9 oj 
order I, and let s be an integer. Then there is a constant c > 0 such that 

{1) lluii,H ~ c(IILull, + llull,) 

for all u e Hs;-1 • 

PROOF It is sufficient to prove {1) for all <p e 9. The proof consists 
of several parts. We first consider the case of an elliptic operator £ 0 

0" 9 with constant coefficients. which. consists of the leading term 
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P1(D) only. If u E IRn with u ¥= 0, and if'~¥= 0, then since P1(E) is 
non-singular, we have IP1 (~)ul2 > 0. It follows from the compactness 
of the unit sphere in 1R n that there is a constant c > 0 such that 

IP1(E)ul2 ~ c 

for all u and E such that lui = I El = 1. From this it follows that 

(2) 

for all u and E in fRn. Thus for cp E fJJ, it follows from (2) and the fact 
that L0 has constant coefficients that 

(3) 

Hence 

IILocpll. 2 = I IPM)cpl (1 + IEI2)" 
~ 

~ const I IEI 21 lcp~l 2(1 + 1~12)". 
~ 

(4) (IILocpll. + llcpll,)2 ~ IILocpll.2 + llcpll.2 

~ I lcpql2(1 + IEI2)'(1 + const IEI2') 
~ 

~ const I lcp~l 2 (1 + IEI2Y+I 
i 

= const llcpll:+,. 
Secondly, consider a general periodic elliptic operator L of order I, 

and let p E fRn. We shall prove that there is a neighborhood U of p 
such that (1) holds for all cp E fJJ with support in U. (By a slight abuse 
of terminology we say that the support of a periodic function cp lies 
in U if the support of cp lies in the union of U with all of the periodic 
translates of U.j Let L0 denote the constant coefficient elliptic operator, 
homogeneous of order /, determined by the highest-order part of L 
at the point p. Then it follows from (4) that for each cp E fJJ, 

(5) llcplla+1 :S; const (IILocpll, + llcpll,) 
:S; const (IILcpll, + II(L0 - L)cpll, + llcpll,). 

Let k denote the constant in (5). Then choose a positive e smaller 
than 1/(2ck), where c denotes the constant c of 6.25. On a small enough 
neighborhood of p the coefficients of the highest-order part of L0 - L 
are less than e in absolute value. Let l be a periodic operator agreeing 
with L0 - L on a possibly smaller neighborhood U of p and with 
coefficients in the highest-order part everywhere less than e in absolute 
value. Then it follows from (5), 6.25(1), and the choice of e, that for 
an element cp E fJJ whose support lies in U, 

II cplls+, :s;; const (IILcpll, + lllcpll. + II cpll.) 
:S; const IILcpll, + ! II cplls+! + const II cplls+l-1 + const II cpll,. 
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Applying the Peter-Paul inequality to the term II <p lls+z-1, we obtain 

II <!lllsH 5: const IIL<!lll, + ! II <!llls+z + const II <pi!, 

which proves (1) for these cp. 
Let T 11 be the torus obtained as the quotient of IR,. by the lattice 

consisting of all points 271'~, where ~ is an n-tuple of integers. The open 
sets U obtained above for each p E IR,. project to an open cover of rn. 
Let U1 , ••• , Uk be a finite subcover, and let w1 , ••• , wk be a partition 
of unity fitting this cover, of the special form 

(6) 

This is easily arranged-see the proofs of 1.11 and 1.10. Now consider 
the wi as periodic C"' (real-valued) functions on IR n. Let <p E fJ'. 
Then by (6), and by 6.18(i) and {j), 

ll<!lll:+l = (<p,<p),+l =(I Wt2<p,<p) 
i s+l 

5: I (wi<p,Wtql)s+z + const ll<!llls+z ll<!llls+z-1· 
• 

Now since wi<p has support in one of the small open sets U obtained 
above, and since there are only finitely many of the wt, there are 
constants such that the last displayed line above is 

5: const I 11Lw,<pli,2 + const llcr>ll( + const ll<!lii.Hil<!lii.H-1 
i 

5: const IIL<pll( + const ll<!lll,2 + t ll<!lll:+z + const ll<!lll:+l-1 

5: const IIL<!lll,2 + const ll<!lll,2 + i ll<!lll!+1 + const ll<!lll,2, 

(by the Peter-Paul inequality). 

It follows that (1) holds for all <p E: fJ' and hence for all u E Hs+z· 

6.30 Theorem (Regularity for Periodic Elliptic Operators) Let L 
be a periodic elliptic operator of order I. Assume that u E H_ 00 , v E Ht, and 

(I) Lu = v. 

Then u E Ht+z . 
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PROOF It is sufficient to prove that if u E H, and v = Lu E H,_H1 , 

then u E H,+l. Let h E rR n with h :;!:. 0, and let £h represent the operator 
obtained from L by replacing each coefficient oc by its difference quotient 

oc(x + h) - oc(x) 

I hi 
Then it follows for rp E &, and hence by continuity for all u E H_ 00 , 

that 

(2) L(u") = (Lu)" - Lh(Thu) (cf. 6.19). 

It follows from (2) and the Fundamental Inequality 6.29(1), that 

(3) lluhll. ~ const IIL(uh)lls-! + const lluhlls-! 
~ const II(Lu)hlls-l + const IIL"(Thu)lls-! + const lluhlls-!· 

Now since the coefficients of the operator L are periodic coo functions, 
their difference quotients are uniformly bounded, so that 

(4) 

where the constant does not depend on h. It follows from (3), (4), 
and 6.19(3) and (5) that 

lluhlls ~ const IILulls-Hl + const llull., 

where the right-hand side is independent of h. Thus, by 6.20, u E Hs+1, 
and the theorem is proved. 

REDUCTION TO THE PERIODIC CASE 

6.31 Remarks Before beginning the proof of Theorem 6.5 we need to 
establish some convenient notation and to make a few observations. 

We are going to let coo denote the set of all complex m-space valued coo 
functions on IR n. Ci{' will denote those of compact support, and C0 ( V) 
those whose compact support lies in V. By the L2 inner product on C;;' 
we shall mean 

(1) (u,v) = - 1- r u. v, 
(27T)n JRn 

where u · vas before denotes the Hermitian product u1D;_ + · · · + umvm. 
Let V be an open set in 1R n with V contained in some 27T cube. Then by 

extending periodically we can (and do) identify C;;'(V) with a subspace 
of &. Observe that the L 2 inner product on C;:'(V) agrees with the L2 

inner product on C;;' ( V) considered as a subset of & , which in turn agrees 
with the Sobolev inner product II II 0• 
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Now suppose that L is an elliptic partial differential operator of order I 
on coo (no assumption of periodic coefficients). L has a formal adjoint 
L *on Cif, with respect to the ordinary L2 inner product on Cif, obtained by 
integration by parts. Just as in 6.24, if L = (L;i) where L;i = ''2:.0:ina, 
then L * = (L~) where L~ = I naaj;. L * is also a differential operator 
of order/. 

Now let p E fR n. Then there is a sufficiently small neighborhood V of 
p and a periodic elliptic operator L such that L agrees with L on V. For let 
L 0 denote the constant coefficient operator determined by L at p. Then 
since L is elliptic at p, there is some e > 0 such that any operator whose 
coefficients are everywhere within e in absolute value of the corresponding 
coefficients of L 0 is elliptic. So let U be a neighborhood of p, small enough 
to be contained in some 21r cube Q, on which the coefficients of L differ from 
the corresponding coefficients of L0 by at most e; and let V c V c · U. 
Choose a coo function ql with 0 ::; ql ::; I such that ql is 1 on V and has 
support in U. Then the operator 

ql · L + (I - qi)L0 

is elliptic on all of fR n and clearly can be extended from Q to be a periodic 
elliptic operator L which agrees with L on V. 

We shall need the following slight extension of the formal adjoint property 
of L *. Let u E H., and let ql E Cif ( V). Then 

(2) (lu,qi)0 = (u,L*qi)0 • 

For let "Pi ---.. u in II II. with "Pi E f!lJ. Then 

(l'lfli,qi)0 = <L'Ifli,ql) = (L'Ifli,ql) 

= ('lfli,L*qi) = ('lfli,L*qi)0 , 

so that 

l(lu,qi)0 - (u,L*qi)01 = I(L(u- "Pi), qi)0 - (u- 'lfli, L*qi)0 1 

::; lll(u- "Pi)lls-~ llqlll-s+z + llu- "Pill. IIL*qlll-s 

:=; const llu- 'lfJ;IIs 11911-s+z + llu- "P;IIs IIL*9II-., 

which converges to zero as j---.. oo. 
Let V, as above, be an open set whose closure lies in some 21r cube. 

Let u and v belong to H,. Then we shall say that u and v are equal on V if 

(3) (u- v, 9)0 = 0 

for all ql E Cg' ( V). We shall say that a periodic operator L has support in V 
if the coefficients of L belong to Cif ( V) c f!lJ. Now, if L has support in 
V, and if the elements u and v of H. are equal on V, then 

(4) Lu = Lv. 

For by 6.18(f), it is sufficient to prove that 
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(5) (L(u- v), rp)0 = 0 

for all rp E f!/J. But applying (2) (with L = L), we obtain 

(L(u- v), rp)0 = ((u- v), L*rp)0 

which is zero by (3) since L * rp E C~ ( V) c f!J. 

6.32 Proof of the Regularity Theorem 6.5 We are going to restate 
Theorem 6.5 in slightly different notation, adapted to the local problem in 
1R" to which the theorem will immediately be reduced. We shall use 
( , )' to denote the inner product 6.1 (5) on £P(M). We shall prove: 

(1) Given a coo pform f on Manda bounded linear functional/': £P(M) ~ 1R 
such that /'(A*rp) = (f,rp)' for every rp E £P(M), then there exists a coo 
pform u on M such that /'(t) = (u,t)' for every t E £P(M). 

We note that the last statement of Theorem 6.5, which says that Au= f, 
is an immediate consequence of (1), since, as we have already observed in 
6.4(6), (Au,rp)' = (u,A*rp)' = /'(A*rp) = (f,rp)' for all rp E £P(M). 

We now reduce Theorem 6.5 to a local problem. Let U be a coordinate 
patch on M with coordinate map y such that y(U) = IR". Via this co
ordinate system, differentiable p-forms become vector-valued functions from 

IR" to IR m c em where m = (;). We adopt the notation of 6.31. So via 

the coordinate system ( U,y), p-forms on M yield elements of coo; and in the 
reverse direction, each element of C~ extends by zero to a complex-valued 
p-form on all of M. The Laplacian A induces a partial differential operator 
L of order 2 on coo. The basic fact that we shall need concerning L is that 
Lis an elliptic operator. This we assume for the moment and shall establish 
in 6.35. We Jet L * denote the formal adjoint of L with respect to the L2 

inner product on c~. 
We extend the inner product ( , )'to complex-valued p-forms in the obvi

ous way, so that if u1 , u2 , v1 , and v2 are real-valued p-forms, then 

(u1 + iu2 , V1 + iv2)' = (u1 ,v1)' + (u2 ,t'2)' + i( (u2 ,v1)' - (ut.v2)'). 

Then by transferring this to Euclidean space we obtain another inner product 
( , )' on C~ induced from the inner product on complex-valued p-forms on 
M. It follows from the observation that both the L2 inner product ( , ) 
and the inner product ( , )' on C~ are integrals of pointwise inner prod
ucts, that there exists a matrix A of smooth functions on 1R", Hermitian 
and positive definite at each point, such that 

(2) 

for all rp, 'lfJ E C~. 
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The adjoint of L on C:f with respect to ( , )'is simply Ll* restricted to 
C;'. We claim that for cp E C;', 

(3) L*cp = ALl*A-1cp. 

Indeed, for arbitrary 1p E C;', 

(L * cp,1p) = ( cp,L1p) = (A-1cp,L1p)' 
= (d* A-1cp, 1p)' = (ALl* A-1cp, 1p). 

We extend the linear functional 1': £P(M)- IR complex linearity to 
complex-valued differential forms, and we define a complex-valued linear 
functional/ on C0 by setting 

(4) l(cp) = l'(A-1 cp). 

We claim that I is locally represented by a C"" function. Precisely, we shall 
prove: 

(5) If p E IR", then there is a neighborhood W'P of p and an element u'P E &I 
such that l(t) = (u'P,t) for every t E C0(Wp). 

First we show that (5) implies (1). It follows from (5) that for each 
p, q E IR "' u'P I w'P () Wq = ulll w'P () wll since both u'P and Uq have the same 
L2 inner product with all elements of C0(W'P () w;,). Thus the u'P piece 
together to give u E C"" such that u I W'P = u'PI W'P for each p E IR". Now 
let {cpi} be a partition of unity on IR." subordinate to the {Wp}. Then if 
t E C0 , l(t) = 1l(cp;t) = 1 (U,Cf>;t) = (u,t). Now if cp is a smooth p-form 

i ' on M with support in U, then /'(cp) = l(Acp) = (u,Acp) = (u,cp)'. By the 
same argument as above, the u's for various coordinate systems on M piece 
together to form a C"" p-form u (necessarily real-valued) on M such that 
l'(cp) = (u,cp)' for every cp eEP(M). Thus we have reduced the proofof(l) 
to the proof of (5), which follows. 

Let p E IR" be fixed, and let Q' be some open 27T cube containing p. 
Choose an open set V such that p E V c V c Q', and let 

(6) J = lj C;'(V). 

First of all, we observe that lis a bounded linear functional on C;'(V). 

For since Vis compact, the matrix norms IIA .. - 1 11 have a maximum as x 
ranges over V, and thus, using the fact that/' is bounded, we obtain 

Jl(cp)l = l/(cp)l = I/'(A-1 cp)l 5: const IIA-1 cpll' 
= const ((A-1cp,A-1 cp )')112 = const ( cp,A-1 cp )112 

5: const (II cp II II A - 1 cp 11)112 5: const II cp II 

for all cp E C0 (V). Second, we observe that it follows from (6), (4), (3), 
(2), and (1) that 

(7) i(L*cp) = l'(A-1L*cp) = /'(Ll*A-1 rp) = (J,A-1 rp)' = (/,rp) 
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for all ql E C:'(V). Thus I is a weak solution of Lu = f 
Since f is bounded, l extends to a bounded linear functional on H 0 • 

It follows that there is an element ii E H 0 such that 

(8) i(t) = (i1,t)0 for all t E H0 • 

Our task is to show that on a small enough neighborhood of p, the element ii 
agrees with an element of P/. 

Choose a neighborhood 0 0 of p with 0 0 c V small enough so that there 
exists a periodic elliptic operator L which agrees with L on 0 0 (cf. 6.31). 

Choose a neighborhood 0 of p such that 0 c 0 0 , and then choose a sequence 

of neighborhoods On of p such that 0 c On and On c On_1 for each n = 
1, 2, . . . . For each integer n ~ 1, choose a C"" function wn which is 
identically equal to 1 on 0 n, has values between 0 and 1, and has support 
in On_1 • Let 

(9) 

Then 

(10) 

where 

(11) 

In order to apply 6.30, we must first determine to which Sobolev space the 
right-hand side of (10) belongs. 

First, we claim that 

(12) 
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from which it follows that w1Lu E C~(00) and thus belongs to H, for each 
s. Now both sides of (12) belong to some H, and it follows from 6.18{f) 
that for (12) to hold, it is sufficient to prove that 

(13) (w1Lu- wtf, cp)0 = 0 

for all cp E fJJ. We compute, using (7), (8), 6.18(9), and 6.31(2): 

(w1Lu- wtf, cp)0 = (w1Li1,cp)o- (wtf,cp)o 

= (lu,wl cp )o - (f,wl cp )o 

= (i1~L*w1 cp)0 - 7(L*w1 cp) 

= i(L*w1 cp) -l(L*w1 cp-) = 0. 

Thus (12) holds. Now since L (and hence L) is an operator of order 2, 
then M1 is of order 1; hence M 1i1 E H_1 . Thus the right-hand side of (10) 
belongs to H_1 • It follows from the periodic regularity theorem 6.30 that 
v1 EH1 • Now we let 

(14) 

Then 

{15) 

where the last equality follows from 6.31{4) since M 2 = Lw2 - w2L has 
support in 0 1 and u = v1 on 0 1 • Now, arguing as before, we see that the 
right-hand side of (15) lies in H 0 • Thus by 6.30, v2 E H2 • Continuing in the 
same manner, we obtain 

(16) 

Finally, let WfJ be an open neighborhood of p with W 1> c 0, and let w be 
identically 1 on WfJ with values between 0 and 1, and with support in 0. 
Then wu = wwnu for each n; and so by (16), wu E Hn for every n. By the 
corollary to the Sobolev lemma 6.22, wu represents a coo function u E fJJ. 
Now if t E C;>(Wp), then 

l(t) = l(t) = (i1,t)0 = (i1,wt)0 

= (wu,t)0 = (u,t), 

and {5) is proved. Except for a proof of the fact that L is elliptic, this 
completes the proof of Theorem 6.5. 

6.33 Proof of Theorem 6.6 It suffices to show that if mE M, then 
there is some neighborhood of m such that if cp is any coo function on M 
with support in that neighborhood, then { cpocn} has a Cauchy subsequence. 
For then we simply cover M by a finite number of such neighborhoods 
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and take a partition of unity cp1 , .•. , tpx subordinate to this cover. One can 
select a subsequence oc"k such that cpiocnk is Cauchy for each j. Then { ocn) is 
Cauchy for 

N 

L llcpiocnk - (j)j0Cn 111 · 
j~1 

We reduce the problem to Euclidean space by choosing a coordinate 
neighborhood of m with m going topE IR". We continue with the notation 
and setup as developed in 6.31 and 6.32; in particular, the norm on M and 
the corresponding induced norm on C0 will now be denoted by II II'. 
Let cp be a real-valued coo function with support in 0 0 • It suffices to show 
that the sequence { cpocn} of elements of PJl has a Cauchy subsequence { cpoc"k} 
in the 0-norm, since the 0-norm and the L 2-norm agree on C0(00), and the 
L2-norm and the norm II II' are equivalent on C0 ( 0 0). According to the 
Rellich lemma 6.23, in order to prove that { cpoc"} has a Cauchy subsequence 
in the 0-norm, it is sufficient to show that the sequence is bounded in H 1 • 

It follows from the Fundamental Inequality that 

(1) II tpocnllt ::; const (IILcpocnll-1 + II tpocnll-1) 
= const (IILcpocn11-t + II tpocn11-t) 
::; const llcpLocnll-1 + const II(Ltp- tpL)oc,ll-1 + const llcpoc,ll-1. 

Now 

(2) II cpLocnll-1 ::; II cpLoc,llo = II cpLocnll 
::; const II tpLocnll' ::; const IILocnll' ::; const ll~ocnll '. 

Let r be a coo function with values between 0 and 1 which equals 1 on 0 0 

and has support in V. Then 

so that 

(3) 

Finally, 

(Lcp - cpL)oc, = (Lcp - cpL)( TOCn), 

II (Ltp - tpL)ocnll-1 = II (Lcp - cpL)( TOCn) ll-1 
::; const II TOCn II 0 = const II TOCn II 
::; const IITocnll'::; const llocnll'· 

(4) II tpocn11-t ::; II tpoc,llo = II tpoc,.ll ::; const II tpocnll' ::; const II ocnll '. 

So from (1), (2), (3), and (4) we obtain 

( 5) II cpoc,. lit ::; const (II ~oc .. II' + II oc" II'). 

But by assumption ll~ocnll' and llocnll' are bounded. Therefore, the sequence 
{ cpoc,} is bounded in H1, and the proof of Theorem 6.6 is complete (assuming 
the ellipticity of L). 



250 The Hodge Theorem 

ELLIPTICITY OF THE LAPLACE-BELTRAMI OPERATOR 

6.34 Remark We shall make use of the following observation. Let 
U, V, and W be finite dimensional inner product spaces, and suppose that 

u~v~w 
is exact. Let A*: V- U and B*: W- V be the ad joints of A and B 
respectively. Then B*B + AA* is an isomorphism on V. For let v be a 
non-zero element of V. We need only show that (B*B + AA*)v '# 0. Now 

((B*B + AA*)v, v) = (Bv,Bv) + (A*v,A*v). 

If Bv '# 0, then (B*B + AA*)v '# 0. If Bv = 0, then by the exactness, 
v lies in the image of A. But A* is injective on the image of A. Thus A*v '# 0, 
which implies that (B*B + AA*)v '# 0. 

We shall apply this to the special case in which U, V, and W are 
Ap-1(M!), A21(M!), and A21H(M!) respectively, with the inner products 

(w,T) = •(w A *T), 

and with A and B both left exterior multiplication by E E M!: 

(1) 

According to Exercise 15 of Chapter 2, the sequence (1) is exact; and accord
ing to Exercise 14 of Chapter 2, the adjoint of E: A21(M!)- A21H(M!) is 

(2) 

Thus it follows from the above remarks that 

{3) 

is an isomorphism on A21(M!). 

6.35 The Laplacian is Elliptic In order to complete the proofs of 
Theorems 6.5 and 6.6, we need to prove that the operator L of 6.32 induced 
on Euclidean space by the Laplace-Beltrami operator 8 via a coordinate 
system is elliptic. Proving this, according to 6.28(2), is equivalent to showing 
that for each mE M, 

{I) 

for each smooth form IX such that 1X(m) '# 0 and for each CeQ function <p on 
M such that <p(m) = 0 but d<p(m) '# 0. Assume that IX is a p-form, and let 
0 '# drp = E E M!. Recall that 

8 = (-J)nlf!+ll+ld•d• + (-J)nP+l•d•d. 

We compute the left-hand side of {1), keeping in mind at each stage that 
<p(m) = 0. Thus 
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d•d•(<p2oc)(m) = (d•d(<p2)•oc)(m) = (2d•<p(d<p)•oc)(m) 

= (2(d<p)•(d<p)•oc)(m) = U•E•(oc(m)). 
Similarly, 

•d•d( <p2oc)(m) = 2•E•E( oc(m)). 
Thus 

~(<p2oc)(m) = -2[(-t)n~>•E•E + (-l)n(P-l)E•E•J(oc(m)}, 

which is not zero, according to 6.34(3). Hence ~ is elliptic, and the proof of 
the Hodge theorem is at last complete. 

6.36 Remark We have seen that for each E in M! there is a well-defined 
linear transformation ua(E) on Ap(M!) defined by 

(l) 

where v E Ap(M!), where oc is any p-form such that oc{m) = v, and where 
<pis any CX' function such that <p(m) = 0 and drp(m) = E. This linear trans
formation u A (E) is known as the symbol of the operator ~- The ellipticity of 
all the operators L on !R n obtained from ~ via coordinate systems is 
equivalent to the property that the symbol u A (E) is an isomorphism at each 
point m for each non-zero E E M!. Our computations in 6.35 contain a proof 
of the fact that the symbol of the exterior derivative operator d, namely 
cra(E): A(M!)- A(M!), is simply left exterior multiplication byE; whereas 
the symbol of the adjoint ~ of dis the adjoint of left exterior multiplication 
by E. In the theory of general partial differential operators on vector bundles 
over M, ellipticity is defined, as above, in terms of the symbol. 

EXERCISES 

1 Prove that ·~ = ~ •. 

2 (a) Prove that the Green's operator G is a bounded linear operator 
(b) Prove that G is self-adjoint on (lfP)l.. 
(c) Prove that G takes bounded sequences into sequences with 

Cauchy subsequences. 

3 By using an integral test, prove that the series I (l + IEI2)-k, 
where E ranges over all n-tuples of integers (E1 , ••• , En), converges 
for k ~ [tt/2] + 1. (Hint: Induct on n, and evaluate the appro
priate integrals in terms of spherical coordinates.) 

4 Prove in detail the inequality 6.16{15). 

5 Establish the existence of the matrix A of 6.32(2) together with its 
stated properties. 
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6 Derive explicit formulas for d, •, b, and Ll in Euclidean space. In 
particular, show that if 

then 

0( = 2 O(I dxi1 A··· A dxip> 
it<···<ip 

7 Let cp belong to the coo periodic functions 9 on the plane. Prove 
that 

II a~z:Y II~! IILlcpll. 

8 The Rellich lemma 6.23 says that the natural injection i: Ht- H. 
for s < tis a compact operator; that is, it takes bounded sequences 
into sequences with convergent subsequences. An analogous example 
of this phenomenon is the following. Let C denote the Banach 
space of periodic continuous functions on the real line, say with 
period 2'1T, and with norm the sup norm II II oo . Let C1 be the subset 
of C consisting of functions with continuous first derivative. As 
a norm for C1 we take 

11111 = 11/lloo + 11 ~ 1L. 

Use the Arzela-Ascoli theorem [27, p. 126] to prove that the natural 
injection i: C1 - Cis a compact operator. 

9 We shall consider a number of elliptic equations of the form Lu =I 
on the real line. In each case, f will be smooth and periodic of 
period 1, and we look for solutions u also periodic of period 1. 
This restriction to periodic functions makes this in essence a problem 
on a compact space, the unit circle. We let u' = dufdx, etc. 

(a) u' = f This is the simplest example of an elliptic operator 
which exhibits all of the essential ingredients of the theory. 
What is the formal adjoint of this differential operator? 
Show that there is a solution u (periodic) if and only iff is 
orthogonal to the kernel of this adjoint. 

(b) u' - u = f What is the kernel (in the periodic functions) 
in this case? What are the necessary and sufficient conditions 
onJfor there to exist a periodic solution? 

(c) u" = f Show that this operator is formally self-adjoint. 
Show that there is a periodic solution if and only if 1 is orthog
onal to the kernel; and using the fact that 
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show that the unique solution orthogonal to the kernel is 

u(x) = f't(x - 1)/(t) dt + L1 x(t - 1)/(t) dt 

_ ! e t(t - 1)J(t) dt. 
2Jo 

This explicitly exhibits the Green's operator for this case. 

(d) u" + 47T2u = f Showthatthisoperatorisformallyself-adjoint. 
What is its kernel? Derive an explicit formula for the solution 
u, and show that u is periodic if and only iff is orthogonal to 
the kernel. 

10 In Theorem 6.11 we used the fact that the Green's operator commutes 
with d in proving that each closed form on a compact orientable 
Riemannian manifold differs from a harmonic form by an exact 
form. Give a proof of this result directly from the Hodge decomposi
tion theorem without using the Green's operator. 

11 A periodic distribution I is a linear functional on f!JJ for which there 
exists some integer k ~ 0 and a positive constant c such that 

(1) 11(~)1 :::;; c I IID«~II.., 
1«1:5k 

for all ~ E f!JJ. Prove that if I is a periodic distribution, then there 
is an element u E H_ 00 such that 

(2) 

for all ~ E f!/J. Conversely show that every element of H_ 00 deter
mines a periodic distribution via (2). 

12 Let IX and fJ ben-forms on a compact oriented manifold Mn such that 
fM IX = fM {J. Prove that IX and fJ differ by an exact form. 

13 Show that Theorem 6.6 cannot be strengthened to the assertion of 
the existence of a subsequence which is convergent in £P(M). 

14 One should observe that in the course of proving Theorem 6.5 
we have proved the following regularity theorem. Let L be an 
elliptic operator on coo (the complex m-space valued smooth functions 
on IR 10). Suppose that u is sufficiently differentiable for Lu to make 
sense, and suppose that Lu = f where f E coo. Then u E coo. 

In fact, we have proved more-every weak solution I is smooth. 
Precisely: Let I be a linear functional on c: which is bounded on 

c:(V) whenever Vis compact, and which satisfies l(L*~) =(f.~) 
for every q; E c:. Then I is smooth in the sense that there exists 
u E coo which represents I; that is, l(t) = (u,t) for every t E c:. 
Such a smooth representative u of a weak solution I is an actual 
solution, Lu = f 
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15 Observe that the Cauchy-Riemann operator (ofdx) + i(ofoy) is 
elliptic. Conclude from the general theory of elliptic operators that 
every holomorphic function is coo. Prove that every holomorphic 
function is a complex-valued harmonic function on the plane, and 
use Green's 1st identity (Exercise 5, Chapter 4) to prove that a 
holomorphic function with compact support must be identically 
zero. 

16 The Eigenvalues of the Laplacian This is an extended 
exercise in which the fundamental properties of the eigenfunctions 
and eigenvalues of the Laplacian are developed. Proofs for the more 
difficult parts are outlined, and in some cases are given nearly in 
full. 

Consider the Laplace-Beltrami operator d acting on the p-forms 
£1'(M) for some fixed p. A real number A. corresponding to which 
there exists a not identically zero p-form u such that du = A.u is 
called an eigenvalue of d. If A. is an eigenvalue, then any p-form 
u such that du = A.u is called an eigenfunction of d corresponding to 
the eigenvalue A.. The eigenfunctions corresponding to a fixed A. 
form a subspace of £P(M) called the eigenspace of the eigenvalue A.. 

(a) Prove that the eigenvalues of d are non-negative. 

(b) Prove that the eigenspaces of d are finite dimensional. 

(c) Prove that the eigenvalues have no finite accumulation point. 

(d) Prove that eigenfunctions corresponding to distinct eigenvalues 
are orthogonal. 

(e) Existence. In order for the above statements to have substance 
we must prove that there exist eigenvalues of d. First of all, 
zero is an eigenvalue if and only if there are non-trivial har
monic p-forms on M, and the corresponding eigenspace is 
precisely the space flP of harmonic forms. We shall now estab
lish that d has a positive eigenvalue-in fact, a whole sequence 
of eigenvalues diverging to + oo. Consider d to be restricted 
to (flP)l_. Then we have d: (HP)l_ --+ (HP)l_, and also we have 
the Green's operator G: (HP)l_ --+ (flP)j_, and dG(I. = (1., 

Ga(/. = oc for all oc E (HP)l_. Observe that the eigenvalues 
of G I (HP)l_ are the reciprocals of the eigenvalues of a I (HP)l_. 
Let 

'YJ = sup IIGcp!l. 
11'1'11=1 
<i>E(HP)l. 

Then 'YJ > 0 and IIGcpll s 17 llcpll for every cp E (HP)l_. We shall 
prove that 1/n is an eigenvalue of a. Let { cp;} E (HP)l_ be a 
maximizing sequence for 17; that is, II cp1 ll = 1 and IIGcp111--+ 11· 
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First, we claim that IIG2tp;- '1) 2 tf>;ll-+ 0, for 

IIG2rp;- 'IJ2tf>;ll2 = IIG2rp;ll2- 2'1)2(G2rp; ,rp;) + '114 

:s; '1)2 11Grp;ll2- 2'1)2 11Grp;ll2 + '114 -+ 0. 

Second, we claim that IIGrp; - 'IJtf>J-+ 0. For if we let 
1p1 = Grp1 - 'l)tfi;, then 

0- (1p;' G2rp; - 'IJ2tfi;) 

= <"Pi' G1J1; + 'IJ'P;) 

= ("P; ,G1pj) + 'IJ II"P;II 2 ~ 'IJ II"P;II 2, 

where we have used the fact that (1p;,G1p;) ~ 0. (Why?) 
Now there is a subsequence of the rp1 , call it { tf>;}, such tha~. 
{Grp1} is Cauchy. Define a linear functional I on £P(M) by 
setting 

/(~) = lim 'I)(Gtp; ,~) for ~ E P(M). 
i~oo 

Prove that I is a non-trivial weak solution of 

(~ - (l/'IJ))u = 0. 

From this and the fact that~ - 1/'1) is elliptic, conclude that 
). = 1/'1) is an eigenvalue of~. 

(f) Existence of Other Eigenvalues. Suppose that we have eigen
values A1 :s; A2 :s; · · · :s; An and corresponding eigenfunctions 
u1 , u2 , ••• , un (orthonormalized) for ~I (HP)j_. Let Rn be 
the subspace of (HP)j_ spanned by {u1 , ••• , un}. Observe that 
G and ~ map (HP EB Rn)j_ into itself, then define 

'IJn+l = sup IIGrpll 
11'4'11=1 

q>e(H~::BRn)l. 

and proceed as in part (e) to establish that An+l = 1/17n+l is an 
eigenvalue of~. Clearly, An+l ~ An. 

(g) L 2 Completeness. Let A1 :s; .A.2 :s; · · be the eigenvalues of 
~ on £P(M), where each eigenvalue is included as many times 
as the dimension of its eigenspace, with a corresponding 
orthonormalized sequence of eigenfunctions {u;}. Let oc E 

EP(M). Then 

lim II oc - ,i (cx.,u;)U; II = 0. 
n-+ ctJ t=! 

For the proof, let k be the dimension of HP. Then there exists 
k 

{3 E (HP)j_ such that G{J = ex - ~ (cx.,u;)ui. It follows that 
i=l 
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for n > k. But, by the definition of .A.n+l, 

II G (fl -. i ({J,u;)u;) II ~ !-II fJ - ._i ({J,u;)u; II 
•=k-t-1 1Ln+1 •-7<-t-1 

1 
~ -llfJII-0 as n ____.. oo. 

An-t-1 

(h) Uniform Completeness. The uniform norm IIO(IIoo is defined on 
EP(M) by 

IIO(IIoo =sup (*(0( A *O()(m))112 • 
meM 

From the Sobolev inequality 6.22(1) and the compactness of 
M, one can conclude that there exists a large enough integer k 
and a constant c > 0 such that 

IIO(IIoo ~ c 11(1 + !J..)kO(II 

for every 0( E EP(M). Let 0( E £P(M), and let Pn(Q() = 
n 
I (Q(,U;)u;, where we are continuing with the notation of 
i=1 

part (g). Now L\Pn = Pnl:i, so that 

110(- Pn(O()IIoo ~ C 11(1 + !J..)k[O(- Pn(O()]II 

= llcp- Pncpll-0, 
where cp = (1 + L\)kQ(. 

17 We define the operator L\2: EP(M) ____.. £P(M) by L\2(0() = L\(L\0()· 
Discuss the solvability of L\20( = {J. 

18 Consider the operator 

n 02 n a 
L = I a;1 -- + 2 b;- + c 

i.i=l OX; oxi i=l OX; 

acting on C2( IR n). Show that there is no loss of generality in 
assuming that a;1 = a1; , and prove that L is elliptic at a point x if 
and only if the matrix (a;1(x)) is (positive or negative) definite. 
In particular, show that the wave equation 

02tt 02U 
OU=- --=f 

OX2 ol 
is not elliptic, and give an example where 

ou =fE coo but u ¢ C00 • 
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19 Consider ,i: P(M)--+ £P(M). Prove that if A. is the mtmmum 
eigenvalue of ,i, and if c > -A, then (,i + c)rx = fJ can be solved 
for every fJ E £P(M). 

20 The Peter-Weyl Theorem The representative ring of a compact 
Lie group G is the ring generated over the complex numbers by 
the set of all continuous functions/ for which there is a continuous 
homomorphism p: G--+ Gl(n,C) for some n such that f = P;; for 
some choice of i and j. The Peter-Weyl theorem states that the 
representative ring is dense in the space of complex-valued continuous 
functions on G in the uniform norm. That is, if g is a complex
valued continuous function on G, and if e > 0 is given, then there 
is a function fin the representative ring such that 1/(a) - g(a)l < e 
for all a E G. We outline a proof of this theorem which is based on 
the uniform completeness of the eigenfunctions of the Laplacian. 
One can choose a Riemannian structure on G such that each of the 
diffeomorphisms Ill for a E G (left translation by a) is an isometry 
(that is, (v,w). = (dlllv, dlllw)llr for all rEG and all v, wE Gr). 
Since the coo functions are dense in the space of continuous functions 
in the uniform norm, and since by Exercise 16(h) the direct sum of 
the eigenspaces of the Laplacian is dense in the space of coo functions 
in the uniform norm, it suffices for the Peter-Weyl theorem to prove 
that each eigenfunction of the Laplacian ,i: C"'(G)- C00 (G) 
belongs to the representative ring. 

Now, G acts on the coo functions on G by 

a(f) = fo Ill for a E G. 

Prove that since the Ill are isometries, this action commutes with 
the Laplacian: 

(a E G). 

Let V~ be the (finite dimensional) eigenspace associated with the 
eigenvalue A of ,i: C00 (G)---+ CO"(G). Prove that the action of G 
leaves V;. invariant. Then let cp1 , ••• , cpn be a basis of V;., and let 

a(cp;) = ~ g;;(a)cp;. 
j 

Then a 1---+ {g;1(a)} is a homomorphism of G---+ Gl(n,IR). Prove that 
this homomorphism is continuous. Then observe that 

cp;(a) = cpi o lll(e) = ~ g1;(a)cp1(e), 
j 

so that cp; belongs to the representative ring. 

21 The reader who is familiar with the theory of vector bundles should 
observe that the results in this chapter on the Laplace-Beltrami 
operator are valid for general elliptic operators on vector bundles. 
We outline the statements of the results in this situation: 
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Let E and F be (real or complex) vector bundles over a compact 
orientable manifold M. Let C00 (E) and C"'(F) denote the vector 
spaces of smooth sections of E and F respectively. A (linear) 
differential operator L of order I from E to F is a linear map from 
C"'(E) to C"'(F) which when expressed in terms of local trivializa
tions of E and F yields an ordinary linear partial differential operator 
of order /. The operator L is elliptic if it is locally elliptic. Equiv
alently, ellipticity of L can be defined in terms of the symbol as in 
6.36. Observe that for L to be elliptic, the fibre dimensions of E and 
F must be equal. Choose inner products in the fibres Em and F m 
which vary smoothly with m, and choose a Riemannian structure 
and an orientation on M with respect to which smooth functions 
can be integrated over M. By integrating the fibre inner products 
over M, we obtain inner products on C"'(E) and C"'(F). Let 
L: C"'(E)---+ C"'(F) be a differential operator. Prove that L has a 
formal adjoint L *: C"' (F)---+ C' (E). Assume that L is elliptic. 

(a) Prove that ker Land ker L* are finite dimensional. 

(b) Prove that C"'(E) and cco(F) have the following orthogonal 
direct sum decompositions: 

C00(F) = L( C"'(E)) EB ker L *, 
C"'(E) = L*( C"'(F)) EB ker L. 

22 Let 'Pn , for n = I, 2, 3, ... , be a periodic ceo function on the plane 
which agrees with log log(I/(r + (Ifn))) for 0 ::::;;; r ::::;;; !, where 
r = -./ x2 + y 2 • Show that there is no constant c > 0 such that 

for all n. 

This shows, in the case n = 2, that the restriction t ~ [n/2] + I 
in Corollary (b) of the Sobolev lemma 6.22 is essential. 

23 Let L be a (linear) elliptic operator on the C"' functions on a compact 
oriented Riemannian manifold M. Let y be a diffeomorphism of M 
which preserves the volume form on M. We say that a C"' function/ 
on M is invariant under y iff o y = f, and we say that the operator L 
is invariant under y if Lu o y = L(u o y) for all C"' functions u on M. 
Suppose that L and fare invariant under y and that f is orthogonal 
to the kernel of L *. Prove that there is an invariant solution u 
ofLu =f 
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Quite extensive bibliographies on differentiable manifolds and their role 
in the many aspects of modern analysis and geometry can be found in 
volume II of Kobayashi-Nomizu, listed above, and volume 5 of Spivak, 
listed below. 

For a comprehensive, but leisurely and very readable treatment of 
differential and Riemannian geometry, I recommend 

Spivak, M. Differential Geometry, 5 vols. Boston, Mass.: Publish or 
Perish, Inc., 1970-1975. 

For a beautiful introduction to manifolds and a geometric treatment of 
many central topics of differential topology, see 

Guillemin, V., and A. Pollack. Differential Topology. Englewood 
Cliffs, N.J.: Prentice-Hall, Inc., 1974. 

A rapid introduction to manifolds and a very beautiful development of 
basic Riemannian geometry is given in 

do Carmo, M. Geometria Riemanniana. Rio de Janeiro: IMPA, 1979. 

For a very recent treatment of smooth manifolds furnished with metric 
tensors of arbitrary signature (pseudo-Riemannian manifolds), with 
applications to the theory of relativity, see 

O'Neill, B. Semi-Riemannian Geometry. New York: Academic Press, 
1983. 

The reader who wishes to study the theory of characteristic classes 
should consult the excellent exposition in 

Milnor, J., and J. Stasheff. Characteristic Classes. Annals of 
Mathematics Studies, no. 76. Princeton, N.J.: Princeton University 
Press, 1974. 

The following three texts are additional sources of relatively self
contained treatments of basic elliptic theory. The Griffiths/Harris and 
Wells texts develop Hodge theory for compact complex manifolds. The 
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Action of Lie groups, 112, 123 
Adjoint representation, 112 ff. 
Ado's theorem, 101 
Affine motions, group of, 83 
Alexander-Spanier cohomology, 186 ff. 

with supports, 215 
Alternating multilinear maps, 56 ff. 
Anti-derivation, 61 
Axiomatic sheaf cohomology, 176 ff. 

multiplicative structure, 207 ff. 
with supports, 214 ff. 

Ball in Euclidean space, 4 
Bilinear forms, automorphisms and 

derivations of, 118-119 
Bilinear operations, automorphisms and 

derivations of, 117-118 
Boundary 

differentiable singular, 154 
of a p-simplex, 142 

Cartan lemma, 80 (Ex. 16) 
Cartesian product of 

manifolds, 7, 52 (Ex. 24) 
mappings, 3 
sets, 3 

Cauchy-Riemann operator, 254 (Ex. 15) 
L'ech cohomology, 200 ff. 

with supports, 215 
Centered coordinate system, 5 
Chain, 142 
Chain complex, 199 
Chain rule, 17 
Class Ck, 5-6 
Class coo 

differentiable manifold, 6 
function on Euclidean space, 5 
mapping, 8 

Classical cohomology theories. See 
Cohomology theories. 

Cochain complex, 173 ff. 

Cochain complex (cont) 
coboundaries, 173 
coboundary operator, 173 
cocycles, 173 
cohomology of, 173 
tensor product of, 207 

Cochain map, 173 
Coframe field, 149 
Cohomology with coefficients in sheaves, 

176 ff. 
Cohomology theories 

Alexander-Spanier, 186 ff., 215 
L'ech, 200 ff., 215 
differentiable singular, 191 ff., 205-207, 

212-215, 227 
de Rham, 153 ff., 189 ff., 205-207, 

211-215, 217 (Ex. 21), 225-227 
singular, 191 ff., 205, 212-215, 217 

(Ex. 19) 
Commutative diagram, 3 
Completely integrable distribution, 42 
Complex analytic structure, 6 
Complex general· linear group, 88 

connectedness, 136 (Ex. 25) 
exponential map, 105 ff., 134 (Exs. 14, 

15), 135 (Ex. 22) 
polar decomposition, 136 (Ex. 24) 
subgroups, 107-108 

Complex manifold, 6 
Complex n-space, 4, 7 
Complex number field, 4, 83 
Complex orthogonal group, 107-108 
Complex projective space, 128 
Composition of mappings, 3 
Constant sheaf, 164 
Coordinate functions on Euclidean space, 4 
Coordinate functions, 5 
Coordinate map, 5 
Coordinate system, 5 

centered, 5 
cubic, 5 
slice of, 27 
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Cotangent bundle, 19 
Countability, second axiom of, 6, 8 ff. 
Cover, 8 

locally finite, 8 
open, 8 
refinement, 8 
subcover, 8 

Covering spaces, 98 ff., 132 (Ex. 7) 
base, 98 
covering, 98 
evenly covered set, 98 
from Lie group homomorphism, 100 

Cube in Euclidean space, 4 
Cubic coordinate system, 5 
Curve, 17 

integral, 36 ff. 
piecewise smooth, 34 
smooth on [ a,b], 34 
tangent vector to, 17 

Cycle, differentiable singular, 154 

de Rham. See under R-listing. 
Derivation 

on functions, 12 
on forms, 61 

Derivative, 4 
exterior, 65 ff. 
Lie, 69 ff. 
partial, 4 

Determinants, 79 (Ex. 12) 
Diffeomorphism, 22-23 
Difference quotients, 235 ff. 
Differentiable (see also Class C"'), 6 
Differentiable manifold (see also 

Manifold), 5 ff. 
Differentiable singular cohomology, 

191 ff., 205-207, 227 
multiplicative structure, 212-214 
with supports, 215 

Differentiable structure, 5-6 
of class Ck, 5 
of class C"', 5 
of class cw, 6 
complex analytic, 6 

Differential 
of a function, 16-17 
of coordinate functions, 17 
higher order, 20-22 
of a map, 16 

Differential forms, 62 ff. 
closed, 153 
differential ideals, 74 
exact, 153 
exterior derivative, 65 
independent !-forms, 73 
interior multiplication by vector fields, 

68 
left invariant, 88 ff. 
Lie derivative, 70 ff. 
effect of mappings, 68 

Differential forms (cont) 
Maurer-Cartan forms, 88 
periods, 155 
de Rham cohomology, 153 ff., 189 ff., 

205 ff., 211, 215, 226 
Differential ideal, 74 

integral manifold, 74-75 
maximal integral manifold, 74-75 

Direct limit of K-modules, 167 
Distributions, 41 ff. 

annihilating forms, 73 
annihilating ideal, 73 
Frobenius theorem, 42, 48, 75 
integral manifold, 42 
involutive (completely integrable), 42, 

74 
maximal integral manifold, 48, 75 

Divergence of a vector field, 150 
Divergence theorem, 151, 157 (Ex. 4) 

Effective action of a Lie group, 123 
Elliptic equations, simple examples, 252 

(Ex. 9) 
Elliptic operators, 240 ff. 

fundamental inequality, 240 
on vector bundles, 257 (Ex. 21) 
invariant solutions, 258 (Ex. 23) 

Equivalence of submanifolds, 26 
Euclidean space, 4 

integration on, 140-141 
as a Lie group, 83 
as a manifold, 6 
de Rham cohomology of, 156, 158 

(Ex. 10) 
standard orientation, 140 

Exact sequences, 165 
Exponential map, 102 ff., 116 

for general linear group, 105 ff., 134 
(Exs. 10, 14, 15), 135 (Ex. 22) 

relation between subgroup and 
subalgebra, 104 

Extension of vector field, 39-40 
Exterior algebra, 56 ff. 

anti-derivations, 61 
derivations, 61 
dualities, 58 ff. 
endomorphisms of degree k, 61 
inner products on, 79 (Ex. 13) 
interior product, 61 
star operator, 79 (Ex. 13) 
universal mapping property, 57-58 

Exterior k-bundle, 62 
Exterior algebra bundle, 62 
Exterior derivative, 65 ff. 
Exterior (wedge) product, 56, 60 

~amily of supports, 214 
Fine resolution, 178 
Formal adjoint, 239 
Forms. See Differential forms. 



Fourier series, 229 ff. 
Frame field, 149 
Frobenius theorem, 42, 48, 75 

classical, 45-46 
Function, 3 

coordinate, 4, 5 
component, 4 
independent, 23 

Fundamental group, 98 
Fundamental inequality, 240 
Fundamental Theorem of Calculus, 143 

General linear group, 7, 83, 86-88 
components, 131 
exponential map, 105 ff., 134 (Ex. 10) 
polar decomposition, 131, 136 (Ex. 23) 
subgroups, 107-108 
See also Complex general linear group. 

Germ of a function, 12 
Gradient, 150 
Graph of a map, 75 

as integral manifold, 75 ff. 
Grassmann manifold, 130 
Green's identities, 158 (Ex. 5) 
Green's operator, 225 

Harmooic function, 222 
Harmonic form, 223 
Hilbert's Fifth Problem, 110 
Hodge decomposition theorem, 223 
Homogeneous manifolds, 120 ff., 125 ff. 
Homology 

real continuous singular, 227 
real differentiable singular, 154, 206 

Homomorphism 
Lie algebra, 90 
Lie group, 89 
of sheaf cohomology theories, 180 ff. 

Homotopy operator, 157,. 190, 194, 199, 
202 

Identity map, 3 
Imbedding, 22 
Immersion, 22 
Implicit function theorems, 30 ff. 

classical, 30 
Independent set of functions, 23 
Injective mapping, 3 
Integral curve, 36 ff. 
Integral manifold, 42, 74 

maximal, 48, 74 
Integration, 140 ff. 

over chains, 141 ff. 
in Euclidean space, 140 
of n-forms in Euclidean space, 141 
on Lie groups, 151 ff. 
on oriented manifolds, 145 ff. 
on Riemannian manifolds, 149 ff. 

Interior multiplication, 61 
by vector fields, 68 

Index 269 

Invariant differential operators, 258 (Ex. 
23) 

Invariant solutions, 258 (Ex. 23) 
Inverse function theorem, 23 
Involutive distributions, 42, 74 
Isotropy group, 123 

Jacobi identity, 36, 84 
Jacobian, 17 

K-modules, 163 
direct limit, 167 
tensor product, 169 
torsionless, 172, 207 

Kronecker index, 4 

La norm, 228, 243 
Laplace-Beltrami operator, 220 ff. 

eigenvalues, 254 (Ex. 16) 
ellipticity, 250-251 
in Euclidean space, 158 (Ex. 5), 252 

(Ex. 6) 
symbol, 251 

Laplacian, 158 (Ex. 5), 220 ff. 
Left invariant forms, 88-89, 90-92 
Left invariant vector fields, 84 ff. 

completeness, 103 
Left multiplication, 61 
Left translation, 84 
Lie algebra, 36, 84 

abelian, 84 
center, 116 
homomorphism, 90 
isomorphism, 90 
of a Lie group, 86 
of n x n matrices, 84, 86-88, 107-108 
representation, 90 
subalgebra, 93 

Lie bracket, 36, 78 (Ex. 6), 84 
as Lie derivative, 70 

Lie derivative 
of differential forms, 70 
of vector fields, 69 

Lie group, 82 ff. 
abelian, 116, 135 (Ex. 18) 
action on manifolds, 112-113, 123 
adjoint representation, 112 ff. 
associated with each Lie algebra, 101, 

117 
automorphism, 89 
automorphism group, 119, 135 (Ex. 20) 
hi-invariant metric, 158 (Ex. 9) 
center, 116 
closed subgroup, 93, 110 ff., 135 (Ex. 

17) 
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Lie groups (cont) 
closed subgroup topology, 97 
connectivity, 130 
continuous homomorphism, 109 
examples, 83, 86-88, 107-108 
exponential map, 102 ff. 
faithful representation, 101 
fundamental group, 134 (Ex. 12) 
as a homogeneous manifold, 124 
homomorphism, 89 ff. 
homomorphism as a covering map, 100 
homomorphism with simply connected 

domain, 101 
identity component, 83 
identity element, 82 
integration on, 151 ff. 
left invariant forms, 88 ff. 
left invariant vector fields, 84 ff. 
left translation, 84 
Lie algebra of, 86 
Lie subgroup of, 92 ff. 
normal subgroup, 115 
1-parameter subgroup. 102 
orientation, 140 
products of, 83 
relation between subgroups and 

subalgebras of the Lie algebra, 
94 ff., 104 

representations, 89, 152-153 
right invariant vector fields, 135 (Ex. 

16) 
right translation, 84 
second countability, 83 
simply connected, 101 
simply connected covering group, 

99-101 
structural constants, 89 
subgroup (see Lie subgroup) 
unimodular, 152 

Lie subgroup, 92 ff. 
closed, 93, 110 ff., 135 (Ex. 17) 
closed subgroup topology, 97 
equivalence of, 93, 95-97 
normal, 115 
!-parameter, 102 
relation between Lie subgroups and 

subalgebras of the Lie algebra, 
94 ff., 104 

uniqueness of, 93, 95-97 
Lifting, 34 
Linear differential operator, 238 
Linear isotropy group, 123 
Locall-parameter group of a vector 

field, 39 
Locally Euclidean space, 5 

with no differentiable structure, 23 
with non-diffeomorphic structures, 23 

Manifolds, 5 ff. 
homogeneous, 120 ff. 

Manifolds (cont) 
integral of a distribution or differential 

ideal, 42, 74 
integration on, 140 ff. 
maximal integral, 48, 74 
metrizability, 8 
normality, 8 
open submanifold, 7 
orientable, 138 
paracompactness, 8-9 
product manifold, 7, 52 (Ex. 24) 
Riemannian, 52 (Ex. 23), 149-151, 

220 ff. 
second axiom of countability, 6, 8 ff. 
slices, 27 
submanifold, 22, 26-27 

Manifold structure, 6 
Mappings 

cartesian product of, 3 
commutative diagram, 3 
composition, 3 
diffeomorphism, 22 
factoring through submanifolds, 25-26, 

47 
function, 3 
identity, 3 
imbedding, 22 
immersion, 22 
non-singular, 16 
one-to-one (injective), 3 
onto (surjective), 3 
restriction, 3 
submanifold, 22 

Matrices, 7, 83, 84, 86-88, 107-108, 
125-132, 136 (Ex. 25) 

exponential map, 105 ff., 134 (Exs. 10, 
14, 15), 135 (Ex. 22) 

polar decomposition, 131, 136 (Exs. 
23, 24) 

positive definite, 131 
Maurer-Cartan forms, 88 
Maximal integral manifold, 48, 74 
Modular function, 152 
Multi-index notation, 5, 227 

Neighborhood, 4 
Non-singular mapping, 16 
Non-singular pairing, 58 
Norms 

L 2 , 228, 243 
Sobolev, 231 

!-parameter group of a vector field, 39 
!-parameter subgroup, 102 
Orientation, 138 ff. 

vector space, 79 (Ex. 13) 
Orthogonal group, 33, 108, 119, 125-131 

components, 130 



Pairing, 58 
Paracompactness, 8 

for manifolds, 9 
Partial derivatives, 4 
Partition of unity 

existence, 10 
on manifolds, 8 
subordinate to a cover, 8 
for sheaves, 170 

Periodic differential operator, 238 
support of, 244 

Periodic distribution, 253 (Ex. 11) 
Periodic functions, 228 

norms on, 228 
Periods of forms, 155, 217 (Ex. 21) 
Peter-Paul inequality, 232 
Peter-Weyl theorem, 257 (Ex. 20) 
Poincare duality, 226-227 
Poincare lemma, 155 
Polar decomposition, 131, 136 (Exs. 23, 

24) 
Presheaf, 165 ff. 

associated sheaf, 166 ff. 
complete, 168 
homomorphism, 166 
isomorphism, 166 
tensor product, 169 

Product manifolds, 7, 52 (Ex. 24) 

Quotient sheaf, 165 

Real continuous singular homology, 227 
Real differentiable singular homology, 

154,206 
Real projective space, 128 

orientation, 140, 157 (Ex. 2) 
Real special linear group, 108 
Regular domain, 145 ff. 
Regularity theorem, 223, 242, 245 ff., 

253 (Ex. 14) 
Rellich lemma, 237 
Representations of Lie groups, 89 

orthogonal and unitary, 152-153 
Resolution, 178 
de Rham cohomology, 153 ff., 189 ff., 

205-207, 217 (Ex. 21), 225-227 
of Euclidean space, 156, 158 (Ex. 10) 
other examples, 158 (Exs. 10, 11), 159 

(Exs. 16, 17), 160 (Exs. 18, 19) 
multiplicative structure, 211 
supports, 215 
of the unit circle, 153 

de Rham theorem, 154-155, 205 ff., 214, 
215 

Riemannian manifold, 52 (Ex. 23), 220 ff. 
integration on, 149 ff. 
volume, 149 
volume form, 149, 158 (Ex. 6), 160 

(Ex. 20) 

Index 211 

Riemannian structure, 52 (Ex. 23) 
Right invariant vector field, 135 (Ex. 16) 
Right translation, 84 

Schwartz inequality, 232 
Second axiom of countability, 6, 8 ff. 
Semi-locally !-connected, 98 
Set notation, 2-4 
sgn of a permutation, 56 
Sheaf, 162 ff. 

associated presheaf, 166 ff. 
constant, 164 
direct sum, 208 
fine, 170 
of germs of C00 functions, 164 
of germs of discontinuous sections, 181 
homomorphism, 164 
isomorphism, 164 
of K-modules, 163 
mapping, 164 
partition of unity, 170 
projection, 163 
quotient, 165 
resolution, 178 
section, 163 
subsheaf, 164 
stalk, 163 
tensor product, 169 
torsionless, 172 

Sheaf cohomology theory, 176 ff. 
existence, 178 ff. 
homomorphism of, 180 ff. 
multiplicative structure, 207 ff. 
with supports, 215 
uniqueness, 181 ff. 

"p, q shuffle," 60 
Simplex, 141, 191 

boundary of, 142 
continuous singular, 191 
differentiable singular, 141 
face of, 142 
oriented, 146 
regular, 146 
standard, 141 

Simply connected space, 98 
Lie group, 99, 101 

Singular cohomology, 191 tf., 205, 217 
(Ex. 19) 

multiplicative structure, 212 
with supports, 215 

Skew-Hermitian matrices, 107-108 
Skew line on torus, 51 (Ex. 21) 
Skew-symmetric matrices, 107-108 
Skyscraper sheaf, 171 
Slices, 27 
Smooth (class C00), 6 
Sobolev lemma, 237, 258 (Ex. 22) 
Sobolev spaces, 231 ff. 
Special linear group, 107-108 
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Special orthogonal group, 108, 130 
Special unitary group, 108, 130 
Sphere, 7, 33 

as homogeneous manifold, 125 ff. 
orientation, 140 
de Rham cohomology of, 153, 159 

(Exs. 16, 17) 
Star operator, 79 (Ex. 13), 220 ff. 
Stiefel manifold, 129 
Stokes' theorem, 144, 148, 151 
Submanifolds, 22 

equivalence of, 26 
factoring maps through, 25-26, 47 
C00 functions on, 29 
as slices, 27-29 
as subset, 26-27 
topology and differentiable structure, 

27 
uniqueness, 27 

Support 
of a function, 4 
of a sheaf homomorphism, 170 

Surjective mapping, 3 
Symbol of a differential operator, 251 

Tangent bundle, 19-20 
Tangent space, 12 
Tangent vector, 11 ff. 

from coordinate system, 14-15 
to curves, 17 
higher order, 20-22 

Tensors, 55 ff. 
decomposable, 56 
homogeneous, 56 
type (r,s), 55 . 

Tensor algebra, 55 ff. 
dualities, 58 ff. 

Tensor bundle of type (r,s), 62 
Tensor fields, 63 ff. 

Lie derivative, 70 
Tensor product 

of cochain complexes, 207 
of K-modules, 169 
of presheaves, 169 

Tensor product (cont) 
of resolutions, 208 
of sheaves, 169 
universal mapping property, 55 
of vector spaces, 54-55 

Topological group, 110 
Torsionless resolution, 178 
Torus, 51 (Ex. 21), 83, 135 (Ex. 18) 
Trace 0 matrices, 107-108 
Transitive action, 123 

Unitary group, 107-108, 130, 135 (Ex. 
21) 

Universal mapping property 
of exterior algebra, 57-58 
of tensor algebra, 55 

Vector fields, 34 ff. 
complete, 39 
along a curve, 34 
local C00 extension, 39~ 
acting on functions, 35 
integral curves, 36 ff. 
as liftings into T(M), 34 
left invariant, 84 ff. 
Lie bracket, 36 
Lie derivative, 69 ff. 
locall-parameter group, 39 
along a mapping, 39 
!-parameter group, 39 
cp-related, 41 

Vector space 
as a manifold, 7, 86 
orientation, 79 (Ex. 13) 

Volume, 149 
Volume form, 149, 158 (Ex. 6), 160 (Ex. 

20) 

Wave equation, 256 (Ex. 18) 
Weak solution, 222 
Wedge (exterior) product, 56, 60 
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