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Abstract

A polynomial p (with real coefficients) in noncommutative variables is matrix convex

provided
p(tX + (1 =1)Y) < tp(X) + (1 = t)p(Y)

forall 0 <t <1 and for all tuples X = (X1,...,X,) and Y = (Y1,...,Y}) of symmetric
matrices on a common finite dimensional vector space of a sufficiently large dimension
(depending upon p). The main result of this paper is that every matrix convex polyno-
mial has degree two or less. More generally, the polynomial p has degree at most two
if convexity holds only for all matrices X and Y in an "open set”. An analogous result
for nonsymmetric variables is also obtained.

Matrix convexity is an important consideration in engineering system theory. This
motivated our work and our results suggest that matrix convexity in conjunction with
a type of ”system scalability” produces surprisingly heavy constraints.

1 Introduction

Let = {z1,...,z,} denote noncommuting indeterminates and let N'(z) denote the set of
polynomials in the indeterminates x. For example,

3 3
P =1%o + Lol + 23212 + T2X1X3

is a symmetric polynomial in A (z).

A symmetric polynomial p is matrix convex if for each positive integer n, each pair
of tuples X = (Xi,...,X,) and Y = (Y3,...,Y,) of symmetric n x n matrices, and each
0<t<1,

ptX + (1= 1)Y) <tp(X) + (1 = t)p(Y), (1.1)

where for an n x n matrix A, the notation A > 0 means A is positive semi-definite; i.e.,
A is symmetric and (Ax,x) > 0 for all vectors . Even in one-variable, convexity in the
noncommutative setting differs from convexity in the commuting case because here Y need
not commute with X. For example, to see p = z* is not matrix convex, let
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and compute,
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which is not positive semi-definite. On the other hand, to verify that z2 is a matrix convex
polynomial, observe that

tX?2 4+ (1-t)Y? — (tX + (1 —t)Y)?
=t(1-)(X?* - XY - YX+Y?) =t(1-t)(X -Y)? >0.

Our main theorem, Theorem 3.1, says (in several contexts) that

any noncommutative polynomial which is "matriz convex” on an "open set” has
degree two or less.

Historical background for this result appears in Section 8.2. The paper begins with the for-
mal setup and definitions including that of ”open set”, see Section 2. After stating Theorem
3.1 we prove the theorem for symmetric variables X in two special cases, first when the
polynomial is matrix convex everywhere and second when the polynomial is “matrix convex
on the polydisc,” since these are both important special cases and their proofs illustrate the
general approach. The everywhere positive case is taken up in section 4. Section 5 contains
a key lemma and the proof of the main result in the case that the polynomial is “matrix
convex on the polydisc.” The proof of the general case for both symmetric and nonsymmet-
ric variables is presented in section 6. As an aside we mention, in Section 6.3, alternative
proofs which yield partial results. A refinement of the main result which connects the work
with linear matrix inequalities (LMIs) is discussed in section 7. The paper concludes with
a section, Section 8, which indicates engineering motivation.

Here is the idea of the proof. A noncommutative polynomial p has a calculus second
directional derivative ¢ which is also a polynomial with degree the same as that of p, unless
p has degree less than or equal one in which case ¢ = 0. Our working definition of matrix
convex, as discussed in Section 2.4, corresponds to the second directional derivative ¢ of p
being a "matrix positive” polynomial. Earlier results [M01] [H02], and [MPprept] say that
”matrix positive” noncommutative polynomials are all sums of squares . We compute that,
if the degree of p exceeds two, then g has terms which preclude it from being a sum of
squares. This settles the matrix convex everywhere case.

Convexity on an ”open set” corresponds to positivity of the second derivative ¢ on
that set, but now ¢ is not likely to be a sum of squares. In this case, we apply a type
of noncommutative Positivstellensatz from [CHSYprept]. In the symmetric variable and
“positive on the polydisc” case, the Positivstellensatz of [HMPprept] suffices.

2 Definitions

We shall now give formal definitions at appropriate levels of generality.

2.1 Noncommutative Polynomials

Of interest are two classes of noncommutative variables = {z1,...,24}. In the first the
x; are symmetric and in the second they are free of relations. (So far in the Introduction
we discussed only the symmetric situation.) In both cases, the definition of a convex poly-
nomial requires g new noncommutative variables {h1,...,hy} either symmetric or free in
correspondence with the nature of x. Now we give more details.

IThis is in contrast with situation in the commutative case emanating from Hilbert’s work and his 17t
problem, see [R00] for results and a survey and [PVO0O] for a general closely related Positivstellensatz.



Let F(z) denote the free semi-group on the noncommutative generators z = {1, ..., z4}.
In common language, F(x) is the semi-group of words in x1,--- ,z4. Note that the empty
word () is the identity in F(x).

Let A (z) denote the polynomials, over the field of real numbers R, in the noncommuting
generators @ = {z1,--- ,z4}. Thus N(x) is the free R-algebra on . As a vector space,
N (z) consists of real linear combinations of words w from F(x). Concretely, a p € N'(x) is
an expression of the form

P= Y. Puw, (2.1)
weF (x)

where the sum is finite and each p, € R. The algebra N (z) has a natural involution 7

which behaves in the following way. Given a word w = zj, &}, - - -, from F(z) viewed as
an element of A'(z), the involution applied to w is

U)T =Ty, " TjyTy .
In general, given p as in (2.1), p? = > p,w’. A polynomial p in A(z) is symmetric
provided pT = p.

Define F(z)[h] and N'(z)[h] by analogy with F(z) and N(z) as the free semi-group
and free R-algebra in the 2¢ variables {z,h} = {z1,...,24,h1,..., hy} respectively. While
F(z)[h] and N (z)[h] are the same as F(z) and N(x) with g replaced by 2g, in the sequel
the variables z and h will play a somewhat different role. Often we will write N (resp. F)
instead of either N'(z) or N(z)[h] (resp. F(z) or F(z)[h]).

Let F.(x) and N, (x) denote the free semi-group and free R-algebra on the 2g variables

{z, 2T} ={21,...,24,27,... 7955}. The involution in this setting is determined by x; — :E;F

and ij — xj, so that if w is a word in {z,27}, say w = 21 - - - 2,,, then

T _ T T
W=z, 2

Here z; € {z,2"}. The involution extends from F,(z) to N.(z) in the canonical way.

Finally, the notations F.(z)[h] and N.(z)[h] will denote the free semi-group and free
R-algebra on the 4g generators

T T T T
{@1, . zg,my by hg Ry Ry b

with involution defined by analogy with F,(z) and N, (z). Often we will write N, (resp.
F.) instead of either N, (z) or N, (z)[h] (vesp. Fi(z) or Fi(z)[h]).

2.2 Matrix Noncommutative Polynomials

Given a finite index set J and a set S, let M 7(S) denote the matrices with entries from
S indexed by J. Thus, an M € M5(S) has the form M = (M), ecs for some M;, € S.
In the case J = {1,...,n}, the set M;(S) is simply M, (S), the n x n matrices with
entries from S. Similarly, view S as (column) vectors indexed by J. For instance, when
J ={1,...,n}, we find 87 = 8" is the set of n-vectors with entries from S.

If 7 is a finite subset of F and § = N, then M ;(N) is an algebra with involution
MT = (Mvﬂv)z,wej = (Mg;,v)v,wej-
Further, given V € NV and M € M (N), the definition

VIMV = > VM, WV
u,weJ



is unavoidable. Elements of M 7(N) are naturally identified with noncommutative matrix-
valued polynomials by writing p € M7 (N) as

p= Z Puw (22)

weF

just as in (2.1), but now where p,, € M 7(R). With this notation, the involution is given by

T T T
p = § py,w -
weF

A matrix-valued noncommutative polynomial of degree one is a linear pencil. Explicitly,
in the N (z) case, a linear pencil A has the form

g
A=A+ Az,
1

where A; € M, (R) for some n (or more generally, the A; are operators on a Hilbert space).

2.3 Substituting Matrices for Indeterminates

Often we shall be interested in evaluating a polynomial p in A (z) at a tuple of bounded
symmetric operators X = (X1,...,X,) on a common real Hilbert space H. Define X0 =7,
the identity operator on H; given a word w € F(x) different from the empty word, w =
Ty Ty, - Tj,, let

XY = X5, X5, - X

and given p as in (2.1), define p(X) = > p,, X™. Note that the involution on N is compatible
with the transpose operation on operators on real Hilbert space,

p(X)" =p"(X),

where p(X)T denotes the transpose of the operator p(X) (with respect to the native inner
product). Often the Hilbert space is R™ and so the operators X; are real symmetric n X n
matrices and p(X)7T is just the usual transpose of the n x n matrix p(X).

Let B(H) denote the bounded linear operators on H. A fixed tuple X = (Xy,...,X,) of
symmetric elements of B(H) determines an algebra homomorphism N (z) — B(H) which
preserves T by evaluation, p +— p(X). This evaluation mapping extends to matrix polyno-
mials My (N (z)) — Mz (B(H)) by defining, for a p in My (N (z)) with entries p; ¢, the
matrix p(X) as the matrix with entries p;(X). In other words, we apply the evaluation
map entrywise. Note that M7 (B(H)) is naturally identified with B(® 7H) and that, in the
notation of (2.2),

p(X) =Y pu®X",

where the coefficients are matrices. If X = (X,...,X,) and H = (Hi,...,H,) are tuples
of symmetric operators on H, then the evaluation homomorphism defined by

p(x,h) = p(z)[h] — p(X, H) = p(X)[H]

acts as a mapping N'(z)[h] — B(H).

In the NV, () case evaluation is allowed at arbitrary tuples X = (X1,..., X,) of operators
on a common real Hilbert space H where now XjT is substituted for x;‘F Evaluation of
p € M7 (Ni(x)) or pe My(N.(x)[h]) at tuples X or (X, H) is defined also.



Lemma 2.1 Given d, there exists a real Hilbert space K of dimension Z(Q)d ¢’ and a tuple
Y = (Y1,....Yy) of symmetric operators on K such that if p € N'(x) has degree at most d
and if p(Y') =0, then p = 0.

Similarly, there exists a Hilbert space K of dimension ng@g)j and a tuple of operators
Y = (Y1,...,Y,) on K such that if p € N.(z) has degree at most d and if p(Y') = 0, then
p=0.

We will have use of the following variant of Lemma 2.1, which uses only that for each
p there is a Y (perhaps depending upon p) in Lemma 2.1. Let BY™(H)? denote g-tuples
X = (X1,...,X,) of symmetric operators on H. Let B(H)? denote all g-tuples of operators
on H. In the case H = R", we write (M™)9 and MY in place of B™(R™)9 and B(R™)7.

Lemma 2.2 Given d, there exists a Hilbert space IC of dimension ng g’ such that if G
is an open subset of BY™(K)9, if p € N(x) has degree at most d, and if p(X) = 0 for all
X € G, thenp=0.

Similarly, there exists a Hilbert space KC of dimension Z(Q)d(Zg)j such that if G is an open
subset of B(K)9, if p € Ni(z) has degree at most d, and if p(X) = 0 for all X € G, then
p=0.

Proof. Choose a Z € G and let h,k € K be given. Define, the old fashion polynomial on
t e R,

where Y is the tuple from Lemma 2.1 and (1 — t)Z + tY is the tuple
(1 =8)Z1 +tY1,...,(1 —t)Zy + tYy).

Since G is open and p(X) = 0 for X € G, s(t) = 0 for small ¢. Since s is a polynomial, s = 0
and hence, substituting ¢t = 1 gives (p(Y)h, k) = 0. Thus, p(Y") = 0. ]

2.4 Matrix Convexity and Positivity

A polynomial ¢ € N(x) is matrix positive if ¢(X) > 0 for all tuples X = (X;,...,X,) of
symmetric operators on finite dimensional Hilbert space. Matrix positive for ¢ in either
N (z)[h], Ni(z), or Ni(x)[h] is defined in a similar fashion.

Matrix positive polynomials are sums of squares.

Theorem 2.3 Given d, there exists a Hilbert space K of dimension N(d) = Zg g’ such
that if ¢ € N(x), the degree of q is at most d, and q(X) > 0 for all tuples X = (X1,...,X,)
on K, then there exists rj € N'(z), 1 < j < N(d), such that ¢ = Y r]r;.

Similarly, there exists a Hilbert space K of dimension N(d) = Zg(Zg)j such that if
q € Ni(z), q has degree at most d, and q(X) > 0 for all tuples X = (X1,...,Xy) on K,
then there exists r; € Ny (z), 1 < j < N(d), such that ¢ = Y 7] r;.

Versions of this sum of squares (SoS) result can be found in [H02],[M01], and [MPprept].



2.4.1 Matrix Convexity

Matrix convexity can be formulated in terms of the second derivative and positivity, just as
in the case of a real variable. Given a polynomial p € N (z),

r(z)[h] = p(z + h) = p(z)

is a polynomial in N(z)[h]. Define the Hessian ¢ of p to be the part of r(z)[h] which
is homogeneous of degree two in h. Alternatively, the Hessian is the second directional

derivative of p,

q(z)[h] == WLtO-

For example, p = 2325 has Hessian
q(z)[h] = hizs + hizihg + z1hihs.

If ¢ # 0, that is if p has degree > 2, then the degree of ¢ equals the degree of p.

Theorem 2.4 ([HMer98]) A polynomial p € N is matriz convez if and only if its Hessian
q(z)[h] is matriz positive.

A polynomial p € N,(x) is matrix convex if (1.1) holds for all tuples X and Y whether
symmetric or not. The Hessian of p is again the homogeneous of degree two in h part of
p(x+h)—p(x). For instance, the Hessian of p(z) = za”x, is thT h+haTh+hhT 2. Theorem
2.4 is true with NV replaced by N,.

2.4.2 Positivity Domains

Let Moo (N) and Mo (N.) denote the unions U, M,, (N (z)) and U M,,(N.(x)) respec-
tively. Fix a subset P of Mo (N) or My (N,). The case that P consists of symmetric
polynomials is of primary interest, but we will have occasion to consider more general col-
lections. Given a real Hilbert space H, let Dp(H) denote the tuples X = (X1,...,X,) such
that each X is an operator on H and p(X) > 0 for each p € P. In the N case each Xj is,

of course, assumed symmetric.

The positivity domain of P, denoted Dp, is the collection of tuples X such that X €
Dp(H) for some H. The fact that Dp is not actually a set presents no logical difficulties and
typically it may be assumed that the Hilbert spaces are separable and even finite dimensional.

2.4.3 Matrix Convexity on a Positivity Domain

Given a collection P C My, (N (z)) with corresponding positivity domain Dp, a polynomial
q € N(x)[h] is matrix positive on Dp if ¢(X)[H] is positive semi-definite for all tuples
X = (X1,...,Xy) and H = (Hy,...,H,) of symmetric operators on a common Hilbert
space such that X € Dp. The polynomial p € N'(x) is matrix convex on Dp provided its
Hessian is matrix positive on Dp. When Dp is all matrices, for example if P consists of the
polynomial 1, then matrix convexity on Dp is the same as matrix convexity.

Matrix convex on a positivity domain is defined in the N, case in the expected manner.



2.4.4 The Openness Condition

Definition 2.5 (Openness property) The positivity domain Dp has the openness prop-
erty provided that there is an integer ng with the property that when n > ng, the set of
matrices Dp N M, is equal to the closure of the interior of Dp N M,,. Often we say such a
Dp is an open positivity domain.

3 The Main Theorem

Theorem 3.1 If a noncommutative symmetric polynomial p is matrix conver on some
positivity domain which satisfies the openness condition, then p has degree 2 or less. Here
either p € N'(z) or p € Ni(x) with matriz conver interpreted accordingly.

4 Proof of Theorem 3.1 for Everywhere Convex Poly-
nomials

We first treat the special case of Theorem 3.1 in which p € A/ is matrix positive everywhere,
since it is easy and serves as a guide to part of the proof for Theorem 3.1.

Proposition 4.1 If a noncommutative symmetric polynomial p in symmetric variables is
matriz convex everywhere, then p has degree 2 or less. That is, if p € N'(x) is matriz convex
(everywhere), then the degree of p is at most two.

Given p € N,

p= prw7
w

we say p contains the word u or v appears in p if p,, # 0.

Proof. Let g(x)[h] denote the second directional derivative of p in direction h. It is a
symmetric polynomial which is homogeneous of degree two in h. By Theorem 2.4 the
polynomial p is matrix convex if and only if ¢ is matrix positive. Thus, by Theorem 2.3, ¢
is a sum of squares so that there exists an m and polynomials 7; in x and h such that ¢ has

the form .
q= errj. (4.1)
j=1

Write each r; as

weF (x)[h]
where all but finitely many of the coefficients r;(w) € R are 0.
We begin our analysis of the r; by showing that each r; has degree in h no greater than
1. For a polynomial r € N (z)[h], let deg,,(r) denote the degree of r in h and deg, (r) denote
the degree of r in x. Let
dp = max{degy,(r;) : j},

let
d, = max{deg,(w) : there exists j so that r; contains w and deg, (w) = dj}



and let
Sa,,d, = {w : r; contains w for some j, degy,(w) = dj, and deg,(w) = d,}.

The portion of ¢ homogeneous of degree 2d;, in h and 2d,, in z is

Q= > ri(v)rj(w)ow.

{i=1,....m, v,w€S4, a, }

Since, for vj,w; € Sq, 4, , the equality vi'w; = vIwy can occur if and only if v; = vy and

w1 = wa, we see that @ # 0 and thus degy,(¢) = 2d),. Since g has degree two in h, we obtain
2d, = 2,s0d, = 1.

Now we turn to bounding the total degree of q. The asymptotics of a matrix positive ¢
dictate that it have even degree. Accordingly, denote the degree of ¢ by 2N. Recall 2N is
also the degree of p, since we may assume degree p > 3, or the Corollary is proved. Thus
the polynomial p contains a term of the form

T i= X, XpoTpy Ty - (4.2)

The second derivative of ¢ in the direction h contains a term of the form
M= hfl hZQxfs T Ty

and consequently g(x)[h] contains the term p. Thus, at least one of the products roU Tj, must
contain ;. Use now the finding in the previous paragraph that r;, has degree at most one
in h to conclude that r;, must contain the term hy,xp, - - - T4,, and therefore the polynomial
rj, has (total) degree at least 2N — 1.

Next observe canceling the terms of largest (total) degree in ZT]T""]‘ is impossible, so
each r; is a polynomial of degree half of the degree of ¢ or less. That is deg(r;) < N for
each j, including rj,. It follows that N < 1. [

5 Gram Representations

In this section we lay ground work for proving Theorem 3.1 and prove a special case which
illustrates the general idea.

5.1 A Gram Representation for a Polynomial

The analog of the sum of squares representation (4.1) used in the proof of Corollary 4.1
required for the proof in the general case is a Gram representation for a polynomial g(z)[h] =
¢(x, h) which is homogeneous of degree two in h and matrix positive on a positivity domain.
We discuss the case of symmetric variables. The case of non-symmetric variables is similar,
but notationally more complicated.

Since ¢ is homogeneous of degree two in h, it may be written as

q(z,h) = V()[R M(z)V(x)[h] = VIMV (5.1)
where the border vector V(z)[h] is linear in h and has the form
th{(I)
Vl(x,)[hl] : hym3 ()
V(z)[h] := : where V7 (2)[h;] = : (5.2)
k(g p
v i, ()



the mJ are monomials in x, and the matrix M is symmetric and its entries are noncommu-
tative polynomials in z. The following lemma says we may (and we will) take V' to have the
property for each fixed j all of the m?(x) are distinct monomials.

Lemma 5.1 There is a VI MV representation (5.1) for g(x)[h] in which for each fized j all
of the m!(z) are distinct monomials. Here distinct precludes one monomial being a scalar
multiple of another.

Proof. One can represent q(x)[h] as in (5.1) with m? being monomials. Clearly the only
issue is whether two of these monomials are collinear. The proof that collinearity in V(x)[h]
is removable can be done with induction where the key induction step goes as follows.
Suppose we have a ¢ with the representation

T
m P11 P12 P13 m

q(x)[h} = | am P21 P22 P23 am
n P31 P32 P33 n

with « a real number and m and n noncollinear monomials. Write ¢ as

q(z)[h] = mT(pll + 042]922 + apeo1 + apiz)m
+ m" (p1s + apas)n +n" (ps1 + apsa)m + n’ pazn

which leads to the representation

T
m P11+ &?pas + apor + api2 pis + apaes m
q(x)[h] =
n P31 + aps2 P33 n
which has linearly independent borders. ]

Here distinct precludes one monomial being a scalar multiple of another. It will be
convenient at times to index the polynomial entries of the matrix M by the monomials 7
in V(z)[h] as in subsection 2.2. In this way M has entries M,

i il .
imyhyrmy,
For convenience, arrange

m{<m§<~--<m%j

in, say, graded lexicographic order. (That is, low degree is less than high degree and after
that dictionary order breaks ties). Also we assume that each monomial is essential to
representing ¢, that is, no proper subset of {m7,..., m%j} produces such a representation of
g. In particular, no row (or column) of M is identically zero. Such a “Gram” representation
always exists, which along with a surprising positivity property, is proved in [CHSYprept].
This will be recalled formally later, see Theorem 6.1 (Theorem 8.3 of [CHSYprept]) stated
near the end of the proof. See also [HMPprept] for a result which is more general in certain
directions.

In the next subsection we prove a property of M special to the fact that it represents g,
the Hessian of a polynomial.

5.2 The Degree of ¢ vs Positivity of its Representer

The following key lemma is presented for symmetric as well as nonsymmetric variables, since
this does not complicate notation.



Lemma 5.2 Let p be a symmetric polynomial in either N'(x) or N (x). Suppose the Hessian
q(z,h) of p (which is in either in N'(x)[h] or Ni(x)[h] depending upon p and is homogeneous
of degree two in h) is represented by VI MV as in (5.1). If the degree of q in x and h together
exceeds two, then there is an integer ng such that M (X) is not positive semidefinite on any
open set of tuples X of matrices of dimension n greater than or equal to ng. In fact, if d is
the degree of M in x and h jointly, then ng can be chosen equal to either Zg g’ or Eg(Qg)j
in the N and N, cases respectively.

Proof. First we treat p with general non-symmetric x and h.

Let N denote the degree? of p, then p must contain a term of one of the following forms
t:= xiijm or t:i=uwx;xym

or
t:= mlx;pm or t:

where m is a monomial of degree N — 2 in z, 7. We work through in detail what happens

when a t of the form ¢t = a:iijm appears in p, since the other cases go similarly. In the
second directional derivative q(z, h) of p, a term of the form

= hhjm (5.3)

appears. Thus, in the j part, V7, of the border vector V, the monomial hjm appears. The
monomial m%j has largest degree (in x as it is a monomial in x only) of those monomials in

V7 and thus the degree of ij is at least N — 2.

Suppose M mi # 0. In this case

h; me g

qe; = m% hTM i hj mZ

hmz,hm

is a nonzero polynomial which is part of ¢ and which can not be canceled by any other part
of ¢ by the nature of the ¢ = V7MYV representation and the fact that m%j is largest in
the monomial ordering. (The key property here is the distinctness of the terms in V' which
prevents the hjm; from repeating). It follows that the degree of ¢ is at least twice the degree
of hjmzj and hence the degree of ¢ is at least 2(IN — 1). On the other hand, the degree of ¢

is N. Hence, 2(N —1) < deg(q) < N and it follows that N < 2. Thus p and ¢ have degree
no greater than 2.

From the preceding paragraph, if ¢ has degree exceeding two, then

M

haomid haomd
J Kj’ J Ej

=0.

Fix n > Zg(2g)j and let O = {X € (M,,)? : M(X) > 0}. For each X € O and monomial w

appearing in V', we see that the entries thm;'_,w(X> of the matrix M (X) are zero. This is

because M (X) is positive semidefinite and the diagonal entry M, hymd hymd (X) is zero. If
]

O contains an open set, then, from Lemma 2.2, each M h my » = 0 which contradicts our

standing assumption that h; me is actually needed to represent g. Thus, O contains no open
set and this is the conclusion of the lemma. Thus we have proved the lemma for the N,

2Convexity is assumed on a region only, so we can not use asymptotic arguments to conclude immediately
that N is even.

10



case when p contains t = a?iT:r:jm. If p contains t := x;x;m or ¢ := xixjrm ort:= x?w?m,
times an irrelevant scalar multiple, the proof proceeds exactly as before with p := h;h;m
respectively p := hthTm or respectively p = hZThJTm replacing u = hiThjm. The lemma is

proved for the N, case.

The proof for the case with symmetric variables x, h, is a minor variation of the proof
we just gave. [ |

5.3 Proof of a Special Case

Theorem 3.1 for polynomials in A/ and special Dp follows from Lemma 5.2 and either the
main result of [HMPprept] or specialization of Theorem 8.3 of [CHSYprept] about rational
functions to polynomials. The main value of presenting this case is that the proof is short,
yet informative.

Theorem 5.3 Ifp € N (x) is matriz convex on the collection D of all tuples X = (X1,...,X,)
of symmetric operators acting on a common Hilbert space with each X; a contraction, that
is | X,;|| <1, then p has degree at most two. We emphasize the conclusion holds whenever
p is matriz convexr on a positivity domain D = Dp which contains all tuples of symmetric
contractions.

Proof. The hypothesis on p implies that its Hessian ¢ satisfies ¢(X)[H] > 0 for all tuples
X = (Xy,...,X,) of symmetric contractions and all tuples H = (Hy, ..., Hy) of symmetric
operators (all on the same Hilbert space). As a special case of the main result of [HMPprept],
it follows that ¢ has a representation ¢ = VI MV as in (5.1) with M (X) > 0 for all tuples
X = (X1,...,X,) of symmetric contractions. Lemma 5.2 implies ¢ has degree at most two.
Since deg(p) = deg(q), we conclude that the degree of p is at most two. |

Note that this is Theorem 3.1 for polynomials in A/ except here we have a special type
of set, a polydisk, which satisfies the openness condition. It is tempting to conclude that
Theorem 3.1 follows immediately from this by scaling and translating the unit polydisk.
However, in our noncommutative setting, translation is only permissible by a multiple of
the identity.

The restriction to Dp consisting of contractions is occasioned by use of [HMPprept].
However, as we soon see, the substitution of a key result from [CHSYprept] permits the
extension of the result to any positivity domain which satisfies the openness condition.

6 Proof of Theorem 3.1

Our proof of Theorem 3.1 for matrix convex polynomials in either N' or N, and general
positivity domains Dp requires Theorem 8.3 of [CHSYprept] which analyzes, very generally,
positivity of the M in VT MV representations.

6.1 Background

Theorem 8.3 in [CHSYprept] actually was stated at a sufficient level of generality for the case
at hand. The statement requires considerable notation which explains why we did not do
this earlier. The first subsection follows the layout of [CHSYprept] and describes the general
structure. The statement of Theorem 8.3 in [CHSYprept] is in the second subsection.
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6.1.1 V(z)[h] for the General Case

In a slight change of notation, we now consider quadratic functions in the tuple of variables
h, some of which are constrained to be symmetric and some not.

Define h as
h:= {thv' . .,hfl,hl,. . .,hN,hN+1, .. .,hr,h,«+1, .. .,hk}, (61)

where {h; }§:r+1 are constrained to be symmetric and h; = hfj, for j=1,...,N. That is,
separate h into three different parts as follows: the first part® {hj}j-v:_ N has the pairwise
restriction that h_; = hJT, for j =1,..., N, the second part {h; };:N+1 has no restriction,
the third part {h; };V:T, 11 has each h; constrained to be symmetric. Let Z denote the integers
between —N and k except for 0. Thus, 7 is the index set for the h; which are the entries of
h.

Any noncommutative symmetric quadratic g(z)[h] can be put in the form
V(@)[h]" M,V () [R],

where M, is a rational function in 2 which can be taken to be a polynomial in z in the case
that ¢ is a polynomial, and where the border V' (z)[h] has the form

Ve () 1)
V(z)[h] := | VP¥e(z)[h] |, (6.2)
v () i)

with V™% (z)[h], VPur¢(z)[h], and V*¥™(x)[h] defined as follows:

h_ymi ™ (z) hNHm'JlVH(x)
h_Nm:;JYV () VPure (z)[h] = hNHm;ZVTI X
h_lﬁfl(z) h@’i(ﬂﬁ)
VI (@) [h] = hoamy ! (2) e
hymy () hT+1m’£+1(CU)
hmgm Bt (@)
hNn{{V (2) et = h rﬁ’“(a:)
k1T
th?N (2) hkm}zk (z)

In order to illustrate the above definitions, we give a simple example of a quadratic
function and its border vector representation. Let the quadratic function g(z)[h] be given

3The integer 0 is not included in the index set j = —N,..., N of the first part, but for simplicity of
notation we do not make this explicit, since it is clear from context.
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by q(z)[h] = h¥ p1(2)hy +h1pa(x)hT +hops(x)hd +hd ps(x)hs+haps(z)ha, where hy, by, and
hs are not symmetric and hy = h]. The p; are rational functions in x. For this quadratic
q(z)[h], the border vector has the following structure:

h1

Mixed
il

V(2)[h] = Z;T } Pure

ha } Symmetric

Note that this representation of ¢(z)[h] might require simple relabeling of variables. For
example, if ¢(x)[{h, k}] = hT A(z)h + kB(z)k™, then hy = h, ho = kT and

vl = v = (). (63

Allowing simple relabeling of variables increases the scope of such representations to include
all cases.

6.1.2 Positive Quadratic Functions: Theorem 8.3 of [CHSYprept)]

The main result Theorem 8.3 of [CHSYprept| for a noncommutative rational function g(x)[h]
which is quadratic in h when specialized to polynomials gives the following theorem.

Theorem 6.1 (Theorem 8.3 of [CHSYprept] )
Assumptions:

Consider a noncommutative polynomial q(x)[h] which is a quadratic in the variables
h and a set of polynomials P and its positiity domain Dp. Write q(x)[h] in the form
q(x)[h] = V(z)[W]T M (2)V (x)[h]. Suppose that the following two conditions hold:
1. the positivity domain Dp satisfies the openness property for some big enough ng;
ii. the border vector V(x)[h] of the quadratic function q(x)[h] has for each fized j distinct
monomials m;, i =1,2,--- ;.

Conclusion: The following statements are equivalent:

a. ¢(X)[H] is a positive semidefinite matriz for each pair of tuples of matrices X and H
for which X € Dp;

b. M(X) >0 for all X in Dp.

6.2 Proof for the General Case

Now we finish the proof of Theorem 3.1. Choose a representation VMYV for g, the
Hessian of p, where M is a matrix with entries which are polynomial in z. We wish to apply
Theorem 6.1 so must check its hypotheses (i) and (ii). Hypothesis (i) follows immediately
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from the fact that Theorem 3.1 requires p to be matrix convex (hence ¢ to be matrix
positive) on an open positivity domain. Hypothesis (ii) follows immediately from the fact
that a representing M exists and from Lemma 5.1 which says that such a representation
VTMYV can always be replaced by one with distinct monomials in the border V. Theorem
6.1 implies that M (X) > 0 for all tuples X, either symmetric or general as the case may be.
An application of Lemma 5.2 just as in the proof of Theorem 5.3 completes the proof. m

6.3 Alternate Proofs

We make a few remarks about the possibility of alternate proofs.

First directly proving Theorem 3.1 for f(s) = s™ where s is a single variable (g = 1) is easy
and well known [A79] [RS79]. More generally, suppose that ¢ = 1 and that p has degree
n and is matrix convex everywhere. Then lim; . t%p(ts) = s™ is matrix convex. Thus
n = 0,1, or 2. Note matrix convexity on an open set is not strong enough to accommodate
this asymptotic argument, but, although we do not include it, it is possible to give elementary
proofs for various open sets.

Next consider a polynomial p in g > 1 variables which is matrix convex everywhere.
Make a linear change of (collapsing of) variables Ly = x, where L is any ¢g x 1 matrix with
real entries. Then k(y) := p(Ly) is a matrix convex polynomial in one variable and so has
degree less than are equal to 2. However, the fact that each such k£ has degree at most
two does not necessarily imply that p has degree two. For example, if p has the property
that whenever all variables z; and z; commute then p = 0, then k = 0, since (Ly),, (Ly);
commute. Thus any polynomial which has the form

leCjT’j (64)
J

where c¢; is the commutator of two polynomials has the "k = 0” property. Conversely, if
p has the k = 0 property, then p has a representation as in (6.4). Thus there are many
polynomials which the one variable result says nothing about.

7 Representing Quadratic Polynomials as LMI

The following corollary of Theorem 3.1 gives a little more detail.

Corollary 7.1 A matriz convex noncommutative symmetric polynomial p as in Theorem
3.1 can be written as

N
p(x) = co + Ao(x) + Y Aj(x)" Aj(x)
j=1
where Ag, -+, An are linear in x and cqy is a constant.

Proof. Convexity and Theorem 3.1 tell us that p has degree two or less. Set ¢(x) :=
p(z) — ¢o — Ao(x), where ¢y + Ag(x) is the affine linear part of p. The polynomial ¢ is a
homogeneous quadratic by construction. Thus the Hessian of ¢ in direction h, which is
of course homogeneous quadratic, equals ¢(h). Matrix convexity says that this Hessian is
matrix positive, so ¢ is matrix positive. Every matrix positive noncommutative polynomial
is is a sum of squares, see [H02] [M01] [MPprept]. Thus ¢ is a sum of squares,

N
6 =34 @) A @)
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Each of the A; have degree at most one in z, as ¢ has degree two in z and since it is

impossible to cancel highest degree terms in this sum of squares representation for ¢. ]
Remark: If ¢ is concave, so that p = —q is convex, and is represented as in Corollary 7.1,
then the linear pencil
_ [ co+No(z) Alx)"
L(z) := ( Ae) o7 (7.1)
has the same negativity domain as g, where
Ay ()
Az (z)
Az) = )
AN (Z‘)

This is because ¢ is a Schur complement of —L and
N
p(x) = co + No(x) + Y Aj(x)"Aj(z) <0
j=1

implies ¢g + Ag(z) < 0.

Those familiar with linear matrix inequalities (LMIs) see immediately that L(xz) < 0 is
an LMI. Thus Corollary 7.1 associates any matrix convex polynomial with an LMI. This and
a variety of examples suggest to the authors that problems which correspond to concave or
convex rational functions can be ”converted” to equivalent LMI problems. Our speculation
is bound up with the issue of convex positivity domains Dp, an issue not addressed in this
paper (since our focus has been on noncommutative polynomials). To prove something along
the lines we suggest will require vast machinery beyond that constructed here.

8 History and Engineering Motivation

We begin with motivation for our convexity results and then turn to history.

8.1 Engineering Motivation

Motivation for this paper comes from engineering system theory. One of the main practical
advances in the 1990’s was methodology for converting many many linear systems problems
directly to matrix inequalities. See for example, [SIG97] and [GN99] which give collections
of fairly recent results along these line.

These methods are well behaved numerically (up to modest size matrices) provided the
inequalities are convex in some sense. Further system problems where the statement of the
problem does not explicitly mention system size (as is true with most classical textbook
problems of control theory), typically convert to matrix inequalities where the variables are
matrices. The key point is that statements which are made for these matrices must hold
for matrices of any size. That is, all of the formulae in these problems scale automatically
with system size (the system dimension is not explicitly mentioned). We informally call
these dimensionless or scalable problems, see [H02m]. Dimensionless problems typically
produce collections of noncommutative rational functions.

Thus a key issue is to analyze matrix convexity of collections of noncommutative rational
functions. While this article treats only the special case of a single polynomial the result is
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so strong that one suspects that even at great levels of generality noncommutative convex
situations are rare and very rigid.

The author’s impression (vastly incomplete, since there are thousands of engineering
matrix inequality papers) of the systems literature is that whenever a dimensionless problem
converts to a ”convex problem”, possibly by change of variables, it converts to an LMI.
This is how convexity is acquired and proved in practice. The (vague) speculation in the
remark in Section 7, that any matrix convex problem is “associated” with some LMI, implies
that matrix convexity is not fundamentally less restrictive than are LMIs for dimensionless
problems.

8.2 History

Matrix convex functions have been studied since the 1930’s as in the very early papers by
[K36] [BS55] and followed closely after the ground breaking work of Lowner [L34]. The
focus of work until the 1990’s, when engineering became an influence, was on functions of
one (matrix) variable. Functions such as logs and fractional powers were studied and the
closest result to the one for polynomials in this paper is

Theorem 8.1 The function f(X) = X" on positive definite symmetric matrices X is matric
convez if 1 <r <2 or —1 <r <0 and matriz concave if 0 < r < 1.

Theorem 8.1 is due to Ando [A79]. Conversely Shorrock and Rizvi [RS79] show that for
other values of r, the function f is neither convex or concave. We have not seen the early
derivative consequence of this that a monic polynomial in one variable is matrix convex if
and only if its degree is less than or equal to two.

More recent advances on matrix convexity are summarized in [LMOO] which proves at
considerable generality matrix convexity of Schur compliments. Also the special type of
matrix convex structure, Linear Matrix Inequalities, recently popular with engineers, was
discussed above.
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