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Abstract. The (matricial) solution set of a Linear Matrix Inequality
(LMI) is a convex non-commutative basic open semi-algebraic set (de-
fined below). The main theorem of this paper is a converse, a result
which has implications for both semidefinite programming and systems
engineering.

A non-commutative basic open semi-algebraic set is defined in terms
of a non-commutative `×`-matrix polynomial p(x1 · · · , xg). Such a poly-
nomial is a linear combinations of words in non-commuting free variables
{x1, . . . , xg} with coefficients from M`, the ` × ` matrices (for some `).
The involution T on words given by sending a concatenation of letters to
the same letters, but in the reverse order (for instance (xjx`)

T = x`xj),
extends naturally to such polynomials and p is itself symmetric if pT = p.
Let Sn(Rg) denote the set of g-tuples X = (X1, . . . , Xg) of symmetric
n × n matrices. A polynomial can naturally be evaluated on a tuple
X ∈ Sn(Rg) yielding a value p(X) which is an ` × ` block matrix with
n×n matrix entries. Evaluation at X is compatible with the involution
since pT (X) = p(X)T and if p is symmetric, then p(X) is a symmetric
matrix.

Assuming that p(0) is invertible, the invertibility set Dp(n) of a non-
commutative symmetric polynomial p in dimension n is the component
of 0 of the set

{X ∈ Sn(Rg) : p(X) is invertible}.
The invertibility set, Dp, is the sequence of sets (Dp(n)), which is
the type of set we call a nc basic open semi-algebraic set. The non-
commutative set Dp is called convex if, for each n, Dp(n) is convex. A
linear matrix inequality is the special case where p = L is an affine linear
symmetric polynomial with L(0) = I. In this case, DL is clearly convex.
A set is said to have a Linear Matrix Inequality Representation if it is
the set of all solutions to some LMI, that is, it has the form DL for some
L.

The main theorem says: if p(0) is invertible and Dp is bounded, then
Dp has an LMI representation if and only if Dp is convex.
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1. Introduction

The main result of this article is that a convex non-commutative basic
open semi-algebraic set which is bounded has a monic Linear Matrix In-
equality representation. Applications and connections to semidefinite pro-
gramming and linear systems engineering are discussed in Subsection 1.10
near the end of this introduction. The work is also of interest in understand-
ing a non-commutative (free) analog of convex semi-algebraic sets [BCR98].
Often we abbreviate non-commutative by nc.

Our result is a free algebra analog of the preposterous statement:
A bounded open convex set C in Rn with algebraic boundary is a simplex.

In other words, C is defined by a finite number of linear functionals. For a
free algebra ”this” is actually true; that is Theorem 1.3.

A recurring theme in the non-commutative setting, such as that of a
subspace of C-star algebra [Ar69, Ar72, Ar08] or in free probability [Vo04,
Vo05] to give two of many examples, is the need to consider the complete
matrix structure afforded by tensoring with n × n matrices (over positive
integers n). The resulting theory of operator algebras, systems, spaces and
matrix convex sets (matrix convex set is defined below in Section 1.9.2)
has matured to the point that there are now several excellent books on
the subject including [BL04] [Pa02] [Pi]. Since we are dealing with matrix
convex sets, it is not surprising that the starting point for our analysis is
the matricial version of the Hahn-Banach Separation Theorem of Effros and
Winkler [EW97] which says that given a point x not inside a matrix convex
set there is a (finite) LMI which separates x from the set. For a general
matrix convex set C, the conclusion is then that there is a collection, likely
infinite, of finite LMIs which cut out C.

In the case C is matrix convex and also semi-algebraic, the challenge,
successfully dealt with in this paper, is to prove that there is actually a
finite collection of (finite) LMIs which define C. The techniques introduced
here involve methods for cutting down key matrices to sizes determined by
the defining polynomials for C. They have little relation to previous work
on convex non-commutative basic semi-algebraic sets. In particular, they
do not involve non-commutative calculus and positivity of non-commutative
Hessians or non-commutative second fundamental forms.

The remainder of this introduction contains a precise statement of the
main result, Theorem 1.3, a refinement, Theorem 1.5, as well as the prelim-
inaries necessary for their statement. It also contains a discussion of conse-
quences for nc real algebraic geometry, and a broadly illustrative example.
The first subsection contains the basic definitions of non-commutative poly-
nomials in formally symmetric nc variables; the second introduces evalua-
tion of polynomials on tuples of symmetric matrices; and the third discusses
matrix-valued nc polynomials. The initiated reader may choose to proceed
directly to Subsections 1.4 and 1.5 where definitions of non-commutative
basic open semi-algebraic set and convex nc basic open semi-algebraic set
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respectively reside. As a special class of matrix-valued nc polynomials, Lin-
ear Matrix Inequalities and monic affine linear pencils are reviewed in Sub-
section 1.6. The main result given in the abstract is formally stated in the
subsequent subsection. The proof technique generates refined results un-
der additional hypotheses; see Subsection 1.8. In particular, a substantial
improvement on the main result of [DHM07] is obtained. The following sub-
section, Subsection 1.9 gives immediate consequences, for real algebraic ge-
ometry in a free algebra, of Theorem 1.3. For one (in strong distinction to the
classical commutative case) the projection of a nc semi-algebraic set (even
a non-commutative LMI representable set) need not be non-commutative
semi-algebraic. The previously mentioned applications which motivated this
work are discussed in Subsection 1.10. The introduction concludes with a
road map to the remainder of the paper, Subsection 1.11.

1.1. Non-commutative polynomials. Let P denote the real algebra of
polynomials in the non-commuting indeterminates x = (x1, . . . , xg). Ele-
ments of P are non-commutative polynomials, abbreviated to nc poly-
nomials or often just polynomials. Thus, an nc polynomial p is a finite
sum,

(1.1) p =
∑

pww,

where each w is a word in (x1, . . . , xg) and the coefficients pw ∈ R. For
example, with g = 3,

(1.2) p1 = 2x1x
3
2+5x2−3x3x1x2 and p2 = x1x

3
2+x3

2x1+x3x1x2+x2x1x3

are polynomials of degree four.
There is a natural involution T on P given by

(1.3) pT =
∑

pwwT ,

where, for a word w,

(1.4) w = xj1xj2 · · ·xjn 7→ wT = xjn · · ·xj2xj1 .

A polynomial p is symmetric if pT = p. For example, of the polynomials
in equation (1.2), p2 is symmetric and p1 is not. In particular, xT

j = xj

and for this reason the variables are sometimes referred to as symmetric
non-commuting variables.

Denote, by Pd, the polynomials in P of (total) degree d or less.

1.2. Substituting Matrices for Indeterminates. Let Sn(Rg) denote the
set of g-tuples X = (X1, . . . , Xg) of real symmetric n × n matrices. A
polynomial p(x) = p(x1, . . . , xg) ∈ P can naturally be evaluated at a tuple
X ∈ Sn(Rg) resulting in an n×n matrix. This process goes as follows. When
X ∈ Sn(Rg) is substituted into p the constant term p∅ of p(x) becomes p∅In;
i.e., the empty word evaluates to In. Often we write p(0) for p∅ interpreting
the 0 as 0 ∈ Rg. For a non-empty word w as in equation (1.4),

(1.5) w(X) = Xj1Xj2 · · ·Xjn .
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For a general polynomial p as in equation (1.3),

p(X) =
∑

pww(X).

Thus, for example, for the polynomial p1 from equation (1.2),

p1(X) = p1(X1, X2, X3) = 2X1X
3
2 + 5X2 − 3X3X1X2.

The involution on P that was introduced earlier is compatible with eval-
uation at X and matrix transposition, i.e.,

pT (X) = p(X)T ,

where p(X)T denotes the transpose of the matrix p(X). Note, if p is sym-
metric, then so is p(X).

1.3. Matrix-Valued Polynomials. Let Pδ×δ′ denote the δ × δ′ matrices
with entries from P. Sometimes we abbreviate P1×δ to Pδ, since we use row
vectors of polynomials often. Denote, by Pδ×δ′

d , the subset of Pδ×δ′ whose
polynomial entries have degree d or less.

Evaluation at X ∈ Sn(Rg) naturally extends to p ∈ Pδ×δ′ with the result,
p(X), a δ × δ′ block matrix with n × n entries. Up to unitary equivalence,
evaluation at X is conveniently described using tensor product notation by
writing p as

(1.6) p =
∑
|w|≤d

pww,

where each pw is a δ × δ′ matrix (with real entries) and |w| is the length of
the word w, and observing

p(X) =
∑

pw ⊗ w(X),

where w(X) is given by equation (1.5).
The involution T naturally extends to Pδ×δ by

pT =
∑
|w|≤d

pT
wwT ,

for p given by equation (1.6). A polynomial p ∈ Pδ×δ is symmetric if pT = p
and in this case p(X) = p(X)T .

A simple method of constructing new matrix-valued polynomials from old
ones is by direct sum. For instance, if pj ∈ Pδj×δj for j = 1, 2, then

p1 ⊕ p2 =
(

p1 0
0 p2

)
∈ P(δ1+δ2)×(δ1+δ2).
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1.4. NC Basic Open Semi-Algebraic Sets. Suppose p ∈ Pδ×δ is sym-
metric. In particular, p(0) is a δ × δ symmetric matrix. Assume that p(0)
is invertible. For each positive integer n, let

Ip(n) = {X ∈ Sn(Rg) : p(X) is invertible},

and define Ip to be the sequence (graded set) (Ip(n))∞n=1. Let Dp(n) denote
the connected component of 0 of Ip(n) and Dp the sequence (graded set)
(Dp(n))∞n=1. We call Dp the invertibility set of p.

In analogy with classical real algebraic geometry we call sets of the form
Dp nc basic open semi-algebraic sets. (Note that it is not necessary
to explicitly consider intersections of nc basic open semi-algebraic sets since
the intersection Dp ∩ Dq equals Dp⊕q.)

Given an invertible symmetric matrix Y , let σ+(Y ) and σ−(Y ) denote the
number of positive and negative eigenvalues respectively of Y . Let σ(Y ) =
(σ+(Y ), σ−(Y )), the signature(s) of Y . Note that Dp(n) can alternately
be described as the component of 0 of the set

{X ∈ Sn(Rg) : σ(p(X))= nσ(p∅)}.

In the special case that p(0) = p∅ is positive definite, so that σ = (δ, 0),
we call Dp the positivity set of p. Usually in this case we normalize and
assume that p(0) = Iδ. (In general it is possible to normalize so that p(0) = J
where J is a symmetry, J = JT = J−1.)

Remark 1.1. By a simple affine linear change of variable the point 0 can
be replaced by λ ∈ Rg. Replacing 0 by a fixed Λ ∈ Sm(Rg) will require an
extension of the theory. �

1.5. Convex Semi-Algebraic Sets. To say that Dp is convex means that
each Dp(n) is convex (in the usual sense) and in this case we say Dp is a
convex non-commutative basic open semi-algebraic set. In a addi-
tion, we generally assume that Dp is bounded; i.e., there is a constant K
such for each n and each X ∈ Dp(n), we have ‖X‖ =

∑
‖Xj‖ ≤ K. Thus

the following list of conditions summarizes our usual assumptions on p.

Assumption 1.2. Fix p a δ × δ symmetric matrix of polynomials in g nc
variables of degree d. Our standard assumptions are:

(i) p(0) is invertible;
(ii) Dp is bounded; and
(iii) Dp is convex.

1.6. Linear Matrix Inequalities. Our concern in this paper is represent-
ing a convex nc basic open semi-algebraic set in a form suitable for semidef-
inite programming. A (affine) linear pencil L is an expression of the form

(1.7) L(x) := A0 + A1x1 + · · ·+ Agxg
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where, for some positive integer `, each Aj is an ` × ` symmetric matrix
with real entries. The pencil is monic if A0 = I in which case we say L is a
monic affine linear pencil.

Since L ∈ P`×` it evaluates at a tuple X ∈ Sn(Rg) as

L(X) := I ⊗ In + A1 ⊗X1 + · · ·+ Ag ⊗Xg.

Because L is monic and linear, it is straightforward to verify that the
positivity set of L is the sequence

DL = ({X ∈ Sn(Rg) : L(X) is positive definite})

and that DL is convex (and of course nc basic open semi-algebraic). More-
over,

DL = ({X ∈ Sn(Rg) : L(X) is positive semi-definite}).
A convenient notation for M being positive (resp. semi-definite) is M � 0
(resp. � 0). An expression of the form L(X) � 0 or L(X) � 0 is a Linear
Matrix Inequality or LMI for short, and one sees LMIs in many branches
of engineering and science. Both the case n = 1, that is, xj being scalar
and the matrix case n > 1 are common, but our focus in this article is on
matrix variables.

A non-commutative set C is a sequence C = (C(n))∞n=1 where C(n) ⊂
Sn(Rg) and we write C ⊂ S(Rg). A set C ⊂ S(Rg) has an LMI represen-
tation if there is a monic affine linear pencil L such that

C = DL.

Of course, if C = DL, then the closure C of C has the representation {X :
L(X) � 0} and so we could also refer to C as having an LMI representation
too.

Clearly, if C has an LMI representation, then C is a convex nc basic open
semi-algebraic set. The main result of this paper is the converse, under the
additional assumption that C is bounded.

1.7. Main Result. Our main theorem is

Theorem 1.3. Every convex non-commutative bounded basic open semi-
algebraic set (as in Assumption 1.2) has an LMI representation.

Proof. The proof consumes much of the paper. Ultimately, this result follows
from Theorem 6.1. �

The proofs of Theorem 1.3 and the forthcoming Theorem 1.5 yield esti-
mates on the size of the representing LMI in Theorem 1.3.

Theorem 1.4. Suppose p satisfies the conditions of Assumption 1.2. Thus
p is a symmetric δ × δ-matrix polynomial of degree d in g variables. Let
ν = δ

∑d
0 gj.
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There is a µ ≤ ν(ν+1)
2 and µ×µ symmetric matrices A1, . . . , Ag such that

Dp = DL where L is the monic affine linear pencil

L = I −
∑

Ajxj .

In the case that p(0) = Iδ the estimate on the size of the matrices Aj in

L reduces to ν̆(ν̆+1)
2 , where ν̆ = δ

∑[ d
2
]+

0 gj.

As usual [d
2 ]+ stands for the smallest integer greater than d

2 . Of course

[
d

2
]+ =

d

2
when d is even and [

d

2
]+ =

d− 1
2

when d is odd.

1.8. Further Results. As we just saw the main theorem says that a convex
nc bounded basic open semi-algebraic set has a degree one matrix defining
polynomial. But, in the case that p(0) is positive definite, more is true in
that any “minimum degree” defining polynomial itself has degree at most
two. To present this result we start by describing a refinement of the notion
of the boundary of Dp, a refinement that also plays an important role in the
proof of Theorem 1.3.

Let ∂Dp denote the boundary of Dp; i.e., ∂Dp is the sequence whose n-th
term is ∂Dp(n). If X ∈ ∂Dp, then p(X) has a non-trivial kernel. Let ∂̂Dp

denote the set of pairs (X, v) such that X ∈ ∂Dp and p(X)v = 0. Thus, v
is assumed compatible with the sizes of X and p; i.e., if X ∈ Sn(Rg) and
p ∈ Pδ×δ, then v ∈ Rδ ⊗ Rn. Often it will be implicit that we are assuming
v 6= 0.

Assume p in Pδ×δ
d is as in Assumption 1.2 and moreover p(0) = Iδ. In

particular, σ = (δ, 0). The polynomial p is called minimum degree irre-
ducible, or a minimum degree defining polynomial for Dp, if every
(row) vector of polynomials q =

(
q1 · · · qδ

)
in Pδ of degree strictly less

than d satisfying q(X)v = 0 for every (X, v) ∈ ∂̂Dp is zero. We emphasize
that while p is restricted by Assumption 1.2 to be symmetric, the polyno-
mials qj need not be symmetric.

Theorem 1.5. Suppose p ∈ Pδ×δ
d satisfies the conditions of Assumption 1.2

and further that p(0) = Iδ. If p is a minimum degree defining polynomial
for Dp, then p has degree at most two.

Moreover, in the case that δ = 1, there exists a 1× 1 monic affine linear
pencil L0, an integer m ≤ g and an m × 1 linear pencil L̂ with L̂(0) = 0
such that Dp = DL, where

L =
(

Im L̂

L̂T L0

)
.

In fact, p is the Schur complement of the (1, 1) entry of L; i.e.,

p = L0 − L̂T L̂.
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See Section 8 for a more general statement and proof. Theorem 1.5 is,
for the most part, an improvement over the main result of [DHM07]. In
particular, the result here removes numerous hypotheses found in [DHM07],
while reaching a stronger conclusion, though here we assume that Dp is
convex, rather than the weaker condition that Dp is convex. The techniques
here are completely different than those in [DHM07].

Remark 1.6. We anticipate that the results of this paper remain valid
if symmetric nc variables are replaced by free nc variables. That is,
with variables (x1, . . . , xg, y1, . . . , yg) with the involution T on polynomi-
als determined by xT

j = yj , yT
j = xj , and, for polynomials f and g in

these variables, (fg)T = gT fT . These polynomials are evaluated at tuples
X = (X1, . . . , Xg) ∈ Mn(Rg) of n× n matrices with real entries. We do not
see an obstruction to the free variable case using the arguments here, indeed
arguments for them are often easier than for symmetric variables. �

1.9. NC Open Semi-algebraic Sets and Convex Examples. In this
section we introduce nc open semi-algebraic sets. Under natural convexity
hypotheses such sets turn out to be basic, an observation which, combined
with Theorem 1.3, allows us to give examples showing that projections in
the non-commutative semi-algebraic setting behave poorly.

1.9.1. Semi-algebraic Sets and Direct Sums. Recall, given a symmetric δ×δ
matrix nc polynomial p with p(0) invertible,

Ip = {X ∈ Sn(Rg) : p(X) is invertible}

and Dp(n) is the component of 0 of Ip. We define an nc open semi-
algebraic set to be the union of finitely many nc basic open semi-algebraic
sets. Thus, a nc open semi-algebraic set has the form

∪N
j Dpj .

A key property of an nc basic open semi-algebraic set C is it respects
direct sums : if Y1 ∈ C(m1) and Y2 ∈ C(m2), then

Y1 ⊕ Y2 =
(

Y1 0
0 Y2

)
∈ C(m1 + m2).

One of our main concerns in this section is the projection of an nc open
semi-algebraic set D in g + h variables. Let ρ[D] denote the projection of D
onto the first g coordinates, that is

ρ[D](n) = {X ∈ Sn(Rg) : there is a Y ∈ Sn(Rh) such that (X, Y ) ∈ D}.

It is readily seen that

(1.8) if D respects direct sums, then so does its projection ρ[D].

This observation motivates the next proposition.
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Proposition 1.7. Given symmetric polynomials p1, . . . , pN , with pj ∈ Pδj×δj ,
let W(n) be a sequence of subsets of ∪Ipj (n). If W = (W(n)) respects direct
sums and each W(n) contains 0 and is open and connected, then there is a
k such that W ⊂ Dpk

.

Proof. We begin by proving if X ∈ W and if X(t) is a (continuous) path for
0 ≤ t ≤ 1 such that X(0) = 0, X(1) = X, and X(t) lies in W, then there is
a j such that pj(X(t)) is invertible for every 0 ≤ t ≤ 1.

Arguing by contradiction, suppose no such j exists. Then for every `
there exists a 0 ≤ t` ≤ 1 such that p`(X(t`)) is not invertible. Since W
is closed with respect to direct sums, Z = ⊕X(t`) ∈ W. It follows that
there is some j such that Z ∈ Ipj and in particular, pj(Z) is invertible,
contradicting pj(X(tj)) not invertible. We conclude that there is some j
such that pj(X(t)) is invertible for 0 ≤ t ≤ 1 and hence X(t) ∈ Dpj for all
0 ≤ t ≤ 1.

Now suppose there is a Y ∈ W such that Y /∈ IpN . In particular, pN (Y )
is not invertible. Since Y is in W, there is a continuous path Y (t) ∈ W such
that Y (0) = 0 and Y (1) = Y. Consider any X ∈ W. There is a continuous
path X(t) ∈ W with X(0) = 0 and X(1) = 1. Let Z(t) = X(t) ⊕ Y (t);
which is in W since W respects direct sums. Thus Z(t) ∈ W is a continuous
path (0 ≤ t ≤ 1) with Z(0) = 0. From what has already been proved, there
is a j such that pj(Z(t)) is invertible for each 0 ≤ t ≤ 1. Thus pj(Y ) is
invertible and we conclude that j 6= N , thus j < N . At the same time
pj(X(t)) is invertible for 0 ≤ t ≤ 1 and thus X ∈ Dpj . Hence X ∈ ∪N−1

1 Dpj .
We have proved: either W ⊂ IpN or W ⊂ ∪N−1

1 Dpj ⊂ ∪N−1
1 Ipj . Since W

is connected and contains 0, the first alternative becomes W is a subset of
DpN . Induction now finishes the proof. �

Corollary 1.8. Let W = ∪N
j Dpj . If W is closed with respect to direct sums,

then there is a k such that W = Dpk
.

Proof. Since, for each n, each Dpj (n) is open and connected and contains 0,
the union ∪Dpj (n) is also open and connected. An application of Proposition
1.7 completes the proof.

�

Corollary 1.9. The projection ρ[D] of a nc basic open semi-algebraic set
D, if nc (open) semi-algebraic, is nc basic open semi-algebraic.

Proof. Since D is basic, it respects directs sums. Thus the set ρ[D] respects
direct sums as noted in (1.8). It is also connected, since it is the continuous
image of the connected set D. Hence, by Corollary 1.8, if ρ[D] is nc open
semi-algebraic, then it is nc basic open semi-algebraic. �

The next corollary says that analogous results hold if instead, we were to
define a nc open semi-algebraic set to be the component of 0 of ∪Ipj .
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Corollary 1.10. LetW(n) denote the connected component of 0 of ∪N
j Ipj (n).

If W is closed with respect to direct sums, then there is a k such that
W = Dpk

.

Proof. Immediate from Proposition 1.7. �

1.9.2. Matrix Convex NC Semi-algebraic Sets. The analysis of projected nc
sets depends upon the notion of a matrix convex set [EW97, WW99]. It
turns out that this a priori stronger notion of convexity is in fact equivalent
to convexity for a nc basic open semi-algebraic set Dp. See Theorem 4.5.

For our purposes C = (C(n)), where each C(n) ⊂ Sn(Rg), is an open
matrix convex set if

(i) each C(m) is open and contains 0 = (0, . . . , 0) ∈ Sm(Rg);
(ii) C respects direct sums;
(iii) C respects simultaneous conjugation with contractions: if

Y ∈ C(m) and F is an m× k contraction, then

F T Y F = (F T Y1F, . . . , F T YgF ) ∈ C(k); and

(iv) each C(m) is convex and bounded.
It is easy to see that the property C(m) is convex in item (iv) actually
follows from items (ii) and (iii). Indeed, given X, Y ∈ C(n), choose F to be
the 2n× n matrix

F =
1√
2

(
In

In

)
and note that

Xj + Yj

2
= F ∗

(
Xj 0
0 Yj

)
F.

An immediate consequence of item (iii) is if X ∈ Sn(Rg), Y ∈ Sm(Rg)
and X ⊕ Y ∈ C(n + m), then Y ∈ C(m).

1.9.3. Projections of NC Basic Open Semi-algebraic Sets May Not be NC
Open Semi-algebraic. A key fact in classical real algebraic geometry is the
projection property. Namely, the projection of a semi-algebraic set is neces-
sarily semi-algebraic. A consequence of Theorem 1.3 is that a similar projec-
tion property does not (necessarily) hold for nc semi-algebraic sets. More-
over, the next proposition suggests that typically the projection of a convex
non-commutative open semi-algebraic set is no longer semi-algebraic. In-
deed, combining this proposition with the Helton-Vinnikov line test [HV07],
as we do in Subsection 1.12, produces an illustrative and explicit example
of this phenomena.

Proposition 1.11. Let L̃ denote a monic affine linear pencil in g + h vari-
ables, let DL̃ denote the corresponding (matrix) convex non-commutative
basic open semi-algebraic set. The non-commutative set ρ[DL̃] is an open
matrix convex set. Moreover, if ρ[DL̃] is bounded, either there is a monic
affine linear pencil L in g variables such that ρ[DL̃] = DL or ρ[DL̃] fails to
be nc open semi-algebraic.
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Proof. It is straightforward to check that ρ[DL̃] is an open matrix convex
set. Indeed, that ρ[DL̃] is closed with respect to direct sums has already
been noted. Suppose X ∈ ρ[DL̃](n) and F is an n ×m contraction. There
is a Y such that (X, Y ) ∈ DL̃. Because DL̃ is an open matrix convex set,
F ∗(X, Y )F = (F ∗XF,F ∗Y F ) ∈ DL̃. Thus F ∗XF ∈ ρ[DL̃].

By Corollary 1.8, if ρ[DL̃] is nc open semi-algebraic, it must be nc ba-
sic open semi-algebraic and convex. Hence, by Theorem 1.4 ρ[DL̃] is LMI
representable. �

In the commutative setting a set C ⊂ Rg is called SDP (semi-definite
program) representable if there exists an LMI representable set C̃ ⊂ Rg+h

such that C is the projection of C̃ onto the first g coordinates. Commutative
SDP representable sets are semi-algebraic.

Clearly, Proposition 1.11 bears on “nc SDP representations” and tells
us that if a (bounded) nc open semi-algebraic set is nc SDP representable,
then it is LMI representable. Example 1.12 below shows that an SDP rep-
resentable set (the projection of an LMI representable set) need not be nc
semi-algebraic.

Example 1.12. Consider the set

S = {(x, y) ∈ R2 : 1− x4 − y4 > 0},
often called the TV screen. This set is evidently convex. One non-commutative
analog of the TV screen is the non-commutative set T = (T (n)) where

T (n) = {(X, Y ) ∈ Sn(R2) : I −X4 − Y 4 � 0}.
In particular, S = T (1).

T is not an open matrix convex set.
This is established by a simple test which might apply widely: Since T is
a nc basic open semi-algebraic set, T is an open matrix convex set if and
only if if each T (n) is convex. It turns out that S = T (1) does not pass the
line test of Helton-Vinnikov [HV07], and thus is not (commutatively) LMI
representable. It follows that T is not LMI representable and therefore, by
Theorem 1.4, it is not an open matrix convex set.

The nc semi-algebraic property is not preserved under projection.
Next we turn to the nc semi-algebraic property and show, using Proposition
1.11, that projections do not preserve it. The usual SDP representation of
S ⊂ R2 is the following. Let

L0(x, y) =

 1 0 y1

0 1 y2

y1 y2 1

 and Lj(x, y) =
(

1 xj

xj yj

)
for j = 1, 2.

The set S can be written

S = {(x1, x2) ∈ R2 : there exists (y1, y2) such that Lj(x, y) � 0, j = 0, 1, 2},
an assertion easily checked using Schur complements.
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Now we give a family of nc SDP representations for T . Given α a positive
real number, choose γ4 = 1 + 2α2 and let

Lα
0 =

 1 0 y1

0 1 y2

y1 y2 1− 2α(y1 + y2)


and

Lα
j =

(
1 γxj

γxj α + yj

)
.

The formulas are a bit different than for the classical L0, L1, L2, since we
desire monic LMIs, but note that letting α tend to zero produces the classical
version. While the Lα

j are not monic for j = 1, 2, a simple normalization
produces an equivalent monic LMI.

For positive integers n, let

Sα(n) = {(X1, X2) ∈ Sn(R2) : ∃(Y1, Y2) with Lα
j (X, Y ) � 0, j = 0, 1, 2}.

The non-commutative set Sα = (Sα(n)) is of course the projection of the set
{(X, Y ) : Lα

j (X, Y ) � 0 for j = 0, 1, 2}. It is an open matrix convex set
and, as is readily checked, the set Sα(1) is S = T (1). Moreover, for each n,
T (n) ⊂ Sα(n).

By Proposition 1.11 the set Sα is not nc basic open semi-algebraic as
otherwise S = Sα(1) would be (commutatively) LMI representable. Indeed,
SDP representations of S when n = 1 are not unique and any one of them
projects to a matrix convex set (for all n) containing S which fails to be nc
open semi-algebraic. �

We thank Jiawang Nie for raising the issue of projected matrix convex
sets and we thank Igor Klep and Victor Vinnikov for fruitful discussions of
the TV screen example above.

1.10. Motivation. One of the main advances in systems engineering in the
1990’s was the conversion of a set of problems to LMIs, since LMIs, up to
modest size, can be solved numerically by semidefinite programs [SIG97]. A
large class of linear systems problems are described in terms of a signal flow
diagram Σ plus L2 constraints (such as energy dissipation). Routine meth-
ods convert such problems into a non-commutative polynomial inequalities
of the form p(X) � 0 or p(X) � 0.

Instantiating specific systems of linear differential equations for the ”boxes”
in the system flow diagram amounts to substituting their coefficient matri-
ces for variables in the polynomial p. Any property asserted to be true
must hold when matrices of any size are substituted into p. Such problems
are referred to as dimension free. We emphasize, the polynomial p itself is
determined by the signal flow diagram Σ.

Engineers vigorously seek convexity, since optima are global and convex-
ity lends itself to numerics. Indeed, there are over a thousand papers trying
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to convert linear systems problems to convex ones and the only known tech-
nique is the rather blunt trial and error instrument of trying to guess an LMI.
Since having an LMI is seemingly more restrictive than convexity, there has
been the hope, indeed expectation, that some practical class of convex situ-
ations has been missed. The problem solved here (though not operating at
full engineering generality, see [HHLM08]) is a paradigm for the type of al-
gebra occurring in systems problems governed by signal-flow diagrams; such
physical problems directly present nc semi-algebraic sets. Theorem 1.3 gives
compelling evidence that all such convex situations are associated to some
LMI. Thus we think the implications of our results here are negative for lin-
ear systems engineering; for dimension free problems there is no convexity
beyond LMIs.

It is informative to view this paper in the context of semidefinite pro-
gramming, SDP. Semidefinite programming, which solves LMIs up to mod-
est size, was one of the main developments in optimization over the previous
two decades. Introduced about 15 years ago [NN94] it has had a substantial
effect in many areas of science and mathematics; e.g., statistics, game the-
ory, structural design and computational real algebraic geometry, with its
largest impact likely being in control systems and combinatorial optimiza-
tion. For a general survey, see Nemirovskii’s Plenary Lecture at the 2006
ICM, [Ne06]. An introduction of SDP techniques into a variety of areas
being pursued today was first given (and is well explained in) [P00]. The
numerics of semidefinite programming is well developed and there are nu-
merous packages; e.g., [St99] [GNLC95] and comparisons [Mi03] which apply
when the constraint is input as the solution to a Linear Matrix Inequality.

A basic question regarding the range of applicability of SDP is: which sets
have an LMI representation? Theorem 1.3 settles, to a reasonable extent,
the case where the variables are non-commutative (effectively dimension free
matrices).

For perspective, in the commutative case of a basic semi-algebraic subset
C of Rg, as we have already mentioned, there is a stringent condition, called
the “line test”, which, in addition to convexity, is necessary for C to have
an LMI representation. In two dimensions the line test is necessary and
sufficient, [HV07]. This was seen by Lewis-Parrilo-Ramana [LPR05] to settle
a 1958 conjecture of Peter Lax on hyperbolic polynomials and indeed LMI
representations are closely tied to properties of hyperbolic polynomials.

In summary, a (commutative) bounded basic open semi-algebraic con-
vex set has an LMI representation, then it must pass the highly restrictive
line test; whereas a nc bounded basic open semi-algebraic set has an LMI
representation if and only if it is convex.

1.11. Layout. The layout of the body of the paper is as follows. Sections
2 and 3 collect basic facts about the boundary of Dp and zero sets of nc
polynomials respectively. Such zero sets are a nc analog of a variety and
the set ∂̂Dp is a subset of the zero set of p. Facts about non-commutative



14 HELTON AND MCCULLOUGH

(matrix) convex sets generally and those for convex nc open semi-algebraic
sets, Dp, in particular, are presented in Section 4. Section 5 begins with a
version of the non-commutative Hahn-Banach separation theorem of Effros-
Winkler [EW97] and concludes with a refinement tailored to the present
needs. Theorem 1.3 is proved in Section 6.

Section 8 is devoted to a discussion and proof of Theorem 1.5. Certain
refined estimates available when p(0) is invertible and needed in Section 8
are collected in Section 7. Section 9, gives a proof of the needed variant of
the Effros-Winkler Theorem used in the first part of Section 5. The paper
concludes with final remarks and examples in Section 10.

2. Facts about Dp and its Boundary

In this section we layout simple facts we need for the main proofs later.

2.1. Life on the boundary. We begin by recalling, from Subsection 1.8,
that ∂Dp denotes the boundary of Dp; i.e., ∂Dp is the sequence whose n-th
term is ∂Dp(n). If X ∈ ∂Dp, then p(X) fails to be invertible and thus there
is a non-zero vector v such that p(X)v = 0. Recall, ∂̂Dp denotes the pairs
(X, v) such that X ∈ ∂Dp and p(X)v = 0.

The following Lemma gives a useful criteria for containment in ∂Dp and
∂̂Dp.

Lemma 2.1. Suppose p ∈ Pδ×δ satisfies the conditions of Assumption 1.2
and (X, v) ∈ Sn(Rg)× (Rδ ⊗ Rn) with v 6= 0. The pair (X, v) ∈ ∂̂Dp if and
only if tX ∈ Dp for 0 ≤ t < 1 and p(X)v = 0.

Proof. First suppose that (X, v) ∈ ∂̂Dp. In this case, X ∈ ∂Dp and p(X)v =
0. Since Dp is convex, so is Dp. Thus, tX ∈ Dp for 0 ≤ t ≤ 1. Moreover,
there are only finitely many 0 ≤ s ≤ 1 such that p(sX) is not invertible
because p(0) is invertible and p is a polynomial. If 0 ≤ t < 1 and p(tX) is
invertible, then tX ∈ Ip(n). To see that in tX is in fact in Dp, we argue
by contradiction. Accordingly, suppose tX /∈ Dp. In this case, since Ip(n)
is both open and the disjoint union of its connected components, tX is
contained in some open set which does not meet Dp. Thus, we have reached
the contradiction tX /∈ Dp. Since Dp is convex, if tX ∈ Dp, then sX ∈ Dp

for 0 ≤ s ≤ t. Choosing a sequence 0 < tn < 1 converging to 1 such that
p(tnX) is invertible it now follows that sX ∈ Dp for 0 ≤ s < 1.

Conversely, if tX ∈ Dp for 0 ≤ t < 1, then X ∈ Dp. On the other hand,
if p(X)v = 0, then X /∈ Dp and thus X ∈ ∂Dp. �

We close this subsection by recording the following simple useful fact.

Lemma 2.2. Let C = (C(n)) be a given non-commutative set. Suppose each
C(n) ⊂ Sn(Rg) is open. If L is a monic affine linear pencil, then L is positive
definite on C if and only if L is positive semi-definite on C.
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Proof. Suppose L is positive semi-definite on C. If L is not positive definite
on C, then there is an n and an X ∈ C(n) such that L(X) � 0 and L(X)
has a kernel. In particular, there is a unit vector v such that L(X)v = 0.
Let q(t) = 〈L(tX)v, v〉. Thus q is affine linear in t and q(0) = 1 whereas
q(1) = 0. Hence q(t) < 0 for t > 1 and thus L(tX) 6� 0 for t > 1. On
the other hand, since C(n) is open and X ∈ C(n), there is t > 1 such that
tX ∈ C(n) which gives the contradiction L(tX) � 0. �

2.2. Dominating Points. There is a certain class of points where the ma-
tricial Hahn-Banach separation theorem we later employ behaves particu-
larly well. The details follow. Given (Xj , vj) ∈ Snj (Rg) × (Rδ ⊗ Rnj ), for
j = 1, 2, let

⊕2
j=1(X

j , vj) = (
(

X1 0
0 X2

)
,

(
v1

v2

)
).

This notion of direct sum clearly extends to a finite list (Xj , vj), j =
1, 2, . . . , s. Note that if (Xj , vj) ∈ ∂̂Dp for j = 1, 2, . . . , s, then ⊕(Xj , vj) ∈
∂̂Dp; i.e., ∂̂Dp respects direct sums. Likewise, a subset S = (Sn)∞n=1

of ∂̂Dp respects direct sums if (Xj , vj) ∈ S for j = 1, 2, . . . , s implies
⊕(Xj , vj) ∈ S.

Let S ⊂ ∂̂Dp denote a non-empty set which respects direct sums. A
dominating point (X, v) ∈ ∂̂Dp of S is a point with the property that
if q ∈ Pδ

d vanishes at (X, v), that is q(X)v = 0, then q vanishes on all of
S; i.e., (X, v) is dominating if q(X)v = 0 and (Y, w) ∈ S, then q(Y )w = 0.
Note that the dimension of the spaces that X and Y act on are independent
of one another. Denote the dominating points of S by S∗. Note S∗
need not be contained in S. On the other hand and importantly, S ∩ S∗ is
non-empty. See Lemma 2.3 below.

Given a subset S = (Sn)∞n=1 of ∂̂Dp let

I(S) = {q ∈ Pδ
d : q(X)v = 0, for all (X, v) ∈ S}.

In the special case that S is a singleton, S = {(X, v)}, we usually write
I(X, v) in place of the more cumbersome I({(X, v)}). Observe that I(S) is
a subspace of the δ-tuples (row vectors) of polynomials of degree at most d
(when δ = 1, and if not for the degree restriction, the subspace I(S) would
be a left ideal in P).

In terms of I(S), the point (X, v) ∈ ∂̂Dp is dominating for S if and only
if

I(X, v) ⊂ I(S).
On the other hand, if (X, v) ∈ S, then

I(S) ⊂ I(X, v).

Thus, if (X, v) ∈ S ∩ S∗, then

I(X, v) = I(S).
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Lemma 2.3. Suppose S is a non-empty subset of the graded set (Sn(Rg)×
(Rδ ⊗ Rn))∞n=1. If S respects direct sums, then there is an (X, v) ∈ S such
that

(2.1) I(S) = I(X, v).

That is, S ∩ S∗ is non-empty.

Proof. First note that

I(S) =
⋂
{ I(Y, w) : (Y, w) ∈ S}.

Thus, since each I(Y, w) is a subspace of the finite dimensional vector space
Pδ

d , there exists an s and (Yj , wj) ∈ S for j = 1, . . . , s such that

I(S) = ∩s
j=1I(Yj , wj).

Let (X, v) = ⊕(Yj , wj). Then (X, v) ∈ S and

(2.2) I(X, v) = ∩s
j=1I(Yj , wj) = I(S).

�

We record the following property of S ∩ S∗ for later use.

Lemma 2.4. Suppose S ⊂ ∂̂Dp respects direct sums and q ∈ Pδ
d . If both

(X, v) and (Y, w) are in S ∩ S∗, then q(X)v = 0 if and only if q(Y )w = 0;
i.e., q either vanishes on all of S ∩ S∗ or none of S ∩ S∗.

Proof. Suppose q(X)v = 0. Then, since (X, v) is dominating for S and
(Y, w) ∈ S, it follows that q(Y )w = 0. By symmetry, if q(Y )w = 0, then
q(X)v = 0 and the proof is complete. �

3. Closure with Respect to a Subspace of Polynomials

In this section we introduce and develop properties of a canonical closure
operation on subsets W ⊂ ∂̂Dp. While it resembles the Zariski closure,
because of the degree restrictions it is not a true nc analog.

The Pδ
d-closure of a non-empty set W ⊂ ∂̂Dp which respects direct sums

is defined to be

Wz := {(X, v) ∈ ∂̂Dp : f(X)v = 0 for every f ∈ I(W )}.

Equivalently I(W ) = I(Wz) and Wz ⊂ ∂̂Dp is the largest set with this
property. In particular, to say W is Pδ

d-closed means Wz = W . We
emphasize these definitions only apply to non-empty sets W of ∂̂Dp which
respect direct sums.

Lemma 3.1. If (X, v) ∈ ∂̂Dp, then (X, v) ∈ Wz if and only if I(X, v) ⊃
I(W ).

Moreover, I(W ) = I(Wz) and if U ⊂ ∂̂Dp and I(U) = I(W ), then
U ⊂ Wz.
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Proof. Let (X, v) ∈ ∂̂Dp be given. Suppose (X, v) ∈ Wz. If q ∈ I(W ),
then q(X)v = 0 and hence q ∈ I(X, v). Thus, I(W ) ⊂ I(X, v). Conversely,
suppose I(X, v) ⊃ I(W ). If q ∈ I(W ), then q ∈ I(X, v) and hence q(X)v =
0. Hence (X, v) ∈ Wz. This completes the proof of the first part of the
lemma.

Since (X, v) ∈ Wz implies I(X, v) ⊃ I(W ), it follows that I(Wz) ⊃ I(W ).
On the other hand, since W ⊂ Wz, the inclusion I(W ) ⊃ I(Wz) and the
equality I(W ) = I(Wz) follows.

Finally, suppose I(U) = I(W ) and let (X, v) ∈ U be given. If q ∈ I(W ),
then q ∈ I(U) and hence q(X)v = 0. Thus, (X, v) ∈ Wz and hence U ⊂
Wz. �

The following Lemma collects basic facts about the Pδ
d-closure operation.

Lemma 3.2. Suppose ∂̂Dp ⊃ A,B are non-empty sets which respects direct
sums.

(1) A ⊂ Az;
(2) If A ⊃ B, then I(A) ⊂ I(B);
(3) If I(A) ⊂ I(B), then Az ⊃ Bz ⊃ B;
(4) If B ⊂ A, then Bz ⊂ Az;
(5) If B is Pδ

d-closed and B ( A, then I(A) ( I(B);
(6) If A1 ) A2 ) · · · is a strictly decreasing sequence of non-empty

Pδ
d-closed sets, then it is finite; and

(7) A non-empty collection T of non-empty Pδ
d-closed subsets of ∂̂Dp

contains a minimal element; i.e., there exists a set T ∈ T such that
if A ⊂ T and A ∈ T, then A = T .

Proof. The first four items are obvious.
To prove (5), note that by (2), I(A) ⊂ I(B). On the other hand, if

I(A) = I(B), then by (3), Az ⊂ Bz. But then,

Bz = B ( A ⊂ Az ⊂ Bz,

a contradiction.
Item (6) holds because I(A1) ( I(A2) ( · · · is, by (5), a strictly increas-

ing nest of subspaces of the finite dimensional vector space Pδ
d . Thus there

is an m such that I(A`) = I(Am) for all ` ≥ m. Using (3) twice and the
fact that each A` is Pδ

d-closed, it follows that A` = Am for ` ≥ m.
To prove (7), choose A1 ∈ T. If A1 is not minimal, then there exists

A2 ∈ T such that A1 ) A2. Continuing in this fashion, we eventually find a
minimal set T as the alternative is a nested strictly decreasing sequence

A1 ) A2 ) A3 ) . . .

from T which contradicts (6). �

Facts about the relation between dominating points and Pd-closures are
collected in the next lemma.
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Lemma 3.3. Suppose ∂̂Dp ⊃ A,B are non-empty sets which respects direct
sums.

(1) If A ⊃ B, then A∗ ⊂ B∗;
(2) A∗ = (Az)∗;
(3) B ∩B∗ is non-empty;
(4)

(3.1) B ∩B∗ ⊂ {(X, v) ∈ ∂̂Dp : I(X, v) = I(B)} and;

(5) If A is Pδ
d closed, then

A ∩A∗ = {(X, v) ∈ ∂̂Dp : I(X, v) = I(A)}.

Hence for any B,

Bz ∩B∗ = {(X, v) ∈ ∂̂Dp : I(X, v) = I(B)}.

Remark 3.4. Note that item (3) is Lemma 2.3 and (4) ( (3.1)) follows from
the remarks preceding Lemma 2.3. Item (4) is also related to Lemma 2.4
which, says if (X, v), (Y, w) ∈ B ∩B∗, then I(X, v) = I(Y, w). �

Proof. We prove the items in order.
(1) If (X, v) ∈ A∗, then I(X, v) ⊂ I(A) ⊂ I(B), so (X, v) ∈ B∗.
(2) By Lemma 3.2(1), A ⊂ Az. Thus, by part (1) of this lemma, A∗ ⊃

(Az)∗. On the other hand, if (X, v) ∈ A∗, then

I(X, v) ⊂ I(A) = I(Az)

and thus (X, v) ∈ (Az)∗. Hence A∗ ⊂ (Az)∗.
(5) One inclusion follows from the previous item. To prove the other

inclusion, suppose A is Pδ
d-closed, (X, v) ∈ ∂̂Dp, and I(X, v) = I(A).

Since I(X, v) ⊃ I(A) and A is Pδ
d-closed, (X, v) ∈ A. On the other

hand, (X, v) ∈ A∗ since I(X, v) ⊂ I(A). Thus the reverse inclusion
holds and the proof is complete.

�

For a monic affine linear pencil L let i(L) denote

i(L) := {(Y, w) ∈ ∂̂Dp : L(Y ) is invertible}.

Proposition 3.5. Suppose S ⊂ ∂̂Dp is a non-empty set which respects direct
sums and L is a monic affine linear pencil. If

(i) L is singular on S∗; and
(ii) i(L) ⊂ S,

then i(L)z is properly contained in Sz:

i(L)z ( Sz.
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Proof. By (ii) and Lemma 3.2(4) we have i(L)z ⊂ Sz. Arguing by contra-
diction, suppose that i(L)z = Sz. Then, from Lemma 3.3 parts (2) and (3)
(twice)

∅ 6= i(L) ∩ i(L)∗ = i(L) ∩ (i(L)z)∗ = i(L) ∩ (Sz)∗ = i(L) ∩ S∗.

Hence there is an (X, v) ∈ i(L)∩S∗. But then L(X) � 0 since (X, v) ∈ i(L)
and on the other hand, by (i), L(X) is singular because (X, v) ∈ S∗. This
contradiction proves the indicated inclusion is proper. �

4. Convex Basic Non-Commutative Semi-Algebraic Sets

This section contains proofs of two facts about a convex non-commutative
basic open semi-algebraic set Dp. First, it is in fact an open matrix convex
set; and second, if p ∈ Pδ×δ, then membership in Dp and its boundary is
determined by compressions to subspaces of dimension at most ν = δ

∑d
0 gj .

4.1. Matrix Convexity. The following lemma applies to any nc basic open
semi-algebraic set.

Lemma 4.1. Suppose p ∈ Pδ×δ is symmetric and p(0) is invertible.
(i) The set Dp is closed under unitary similarity; i.e., if X ∈ Dp(n) and

U is (n× n) unitary, then

U∗XU = (U∗X1U, . . . , U∗XgU) ∈ Dp(n).

(ii) The set Dp is closed with respect to direct sums; i.e., if X, Y ∈ Dp,
then so is X ⊕ Y .

Proof. The first item follows from the fact that p(U∗XU) = U∗p(X)U .
The second item is readily verified. �

Recall the definition of an open matrix convex set from Section 1.9.2 and
that Dp is convex means each Dp(n) is convex.

Lemma 4.2. Suppose p ∈ Pδ×δ is symmetric and p(0) is invertible. If Dp is
convex, X ∈ Sn(Rg), Y ∈ Sm(Rg), and X⊕Y ∈ Dp(n+m), then X ∈ Dp(n)
and Y ∈ Dp(m).

Proof. Let Z = X ⊕ Y . By convexity, tZ ∈ Dp(n + m) for 0 ≤ t ≤ 1. It
follows that p(tX) is invertible for 0 ≤ t ≤ 1 and so there is a path from 0
to X lying in Dp(n). Thus X ∈ Dp(n). Likewise for Y . �

Remark 4.3. Similar conclusions hold, in both lemmas, if instead it is
assumed that p(0) = I, and the sets {X ∈ Sn(Rg) : p(X) � 0} or the sets
{X ∈ Sn(Rg) : p(X) � 0} are convex. �

Remark 4.4. In Lemma 4.2 if we used the weaker hypothesis that the
closure of Dp is convex, then the proof breaks down. This is the main
reason we use open sets in this paper. �

Theorem 4.5. If p ∈ Pδ×δ satisfies the conditions of Assumption 1.2, then
Dp is an open matrix convex set.
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Proof. Since p(0) is invertible, Dp contains a neighborhood of 0.
That Dp is closed with respect to direct sums is part of Lemma 4.1 (and

does not depend upon convexity or boundedness).
To prove that Dp is closed with respect to simultaneous conjugation by

contractions, suppose that X ∈ Dp(n) and C is a given n × n contraction.
Let U denote the Julia matrix (of C),

U =

(
C (I − CC∗)

1
2

−(I − C∗C)
1
2 C∗

)
.

Routine calculations show U is unitary.
Let 0 denote the g-tuple of zero matrices of size n× n. Then, since both

X and 0 are in Dp, the direct sum X ⊕ 0 is also in Dp. Since Dp is closed
with respect to unitary conjugation both the matrices

Y =U∗
(

X 0
0 0

)
U

Z =
(

I 0
0 −I

)
Y

(
I 0
0 −I

)
are in Dp(2n). Using the convexity assumption on Dp(2n),

1
2
(Y + Z) =

(
C∗XC 0

0 (I − CC∗)
1
2 X(I − CC∗)

1
2

)
is in Dp(2n). An application of the Lemma 4.2 implies C∗XC ∈ Dp(n).

By hypothesis Dp is bounded. �

4.2. Compressions. Given (X, v) ∈ Sn(Rg)× (Rδ ⊗Rn) define a subspace
M of Rn by

(4.1) M := {q(X)v : q ∈ Pδ
d} ⊂ Rn

where

q(X)v =
(
q1(X) . . . qδ(X)

)v1
...
vδ

 =
∑

qj(X)vj ,

with vj ∈ Rn.
Let ν = δ

∑d
j=0 gj . It is both the dimension of the vector space Pδ

d and,
importantly, an upper bound for the dimension of the vector space M of
equation (4.1).

Lemma 4.6. Suppose p in Pδ×δ
d satisfies the hypotheses of Assumption 1.2.

If (X, v) ∈ ∂̂Dp, then (PMX|M, v) ∈ ∂̂Dp; indeed, tPMX|M ∈ Dp for
0 ≤ t < 1 and p(PMX|M)v = 0.

Proof. From Lemma 2.1, tX ∈ Dp for 0 ≤ t < 1. Let V denote the inclusion
of M into Rn. Since V is a contraction and, by Theorem 4.5, Dp is a (open)



EVERY CONVEX FREE BASIC SEMI-ALGEBRAIC SET HAS AN LMI REPRESENTATION.21

matrix convex set, we obtain tPMX|M = V ∗tXV ∈ Dp. On the other hand,
from the definition of M, for any word w of length at most d,

w(PMX|M)v = PMw(X)|Mv = PMw(X)v.

Hence,
p(PMX|M)v = PMp(X)v = 0.

�

5. Separating Linear Pencils

In this section we develop a Hahn-Banach separation theorem for the
(matrix) convex bounded nc basic semi-algebraic set Dp. See Theorem 5.5
in Subsection 5.2. A version of the Effros-Winkler separation Theorem is
the topic of the first subsection.

5.1. The Effros-Winkler Separation Theorem. The following Lemma
is both a refinement and specialization of the non-commutative Hahn-Banach
separation theorem of Effros and Winkler [EW97]. It is specialized to convex
bounded nc basic open semi-algebraic sets Dp; and refined in that it isolates
a point on the boundary of Dp from Dp.

Lemma 5.1. Suppose p satisfies the conditions of Assumption 1.2. If X ∈
∂Dp(n), then there exists a monic affine linear pencil L of size n such that
L is positive definite Dp and L(X) is singular.

The proof of Lemma 5.1 is in Section 9. See Proposition 9.1. A subtlety
is that while X ∈ ∂Dp(n) (size n), for every m and Y ∈ Dp(m), L(Y ) � 0.
We give a more quantitative versions of this lemma. Recall the definition of
ν = δ

∑d
0 gj from the previous section.

Lemma 5.2. Suppose p satisfies Assumption 1.2. If (X, v) ∈ ∂̂Dp, then
there exists a monic affine linear pencil L of size ` ≤ ν and a non-zero
vector w ∈ C`⊗M such that L is positive definite Dp and L(X)w = 0. Here

M = {q(X)v : q ∈ Pδ
d}.

Remark 5.3. In terms of {e1, . . . , e`}, the standard basis for C`, there exists
m1, . . . ,m` ∈M such that w =

∑
eα⊗mα. From the definition of M, there

thus exists qj ∈ Pδ
d such that mα = qα(X)v and hence,

w =
∑

eα ⊗ qα(X)v.

�

Remark 5.4. From the proof of Lemma 5.2 it will follow that ` can be
chosen at most the dimension of

M = {q(X)v : q ∈ Pδ
d}.

�
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Proof. Let Y = PMX|M. By Lemma 4.6, we have (Y, v) ∈ ∂̂Dp. By Lemma
5.1, there exists an ` at most the dimension of M and a monic affine linear
pencil of size ` such that L is positive definite on Dp and L(Y ) is singular.
Hence, there is a non-zero w ∈ C` ⊗M such that L(Y )w = 0. Hence,

〈L(X)w,w〉 =〈(I` ⊗ PM) L(X) (I` ⊗ PM)w,w〉
=〈L(Y )w,w〉
=0.

Since also L(X) � 0, the conclusion L(X)w = 0 follows. �

In the next subsection we use Lemma 5.2 to obtain one of the key tools
we shall need for our proofs.

5.2. Dominating Points and Separation. The following proposition re-
lates dominating points to the separating LMIs produced by Lemma 5.2. It
is the main result of this subsection.

Proposition 5.5. Suppose p in Pδ×δ
d satisfies Assumption 1.2. If S ⊂ ∂̂Dp

is non-empty and respects direct sums, then there exists a monic affine linear
pencil L which is positive definite on Dp and singular on S ∩ S∗. Further,
the size of L can be chosen to be at most the maximum of the dimensions of
{q(Y )w : q ∈ Pδ

d} over (Y, w) ∈ S.

We begin the proof with a lemma. Given ε > 0, the nc ε-neighborhood of
0, denoted Nε is the sequence of sets (Nε(n))∞n=1 where

Nε(n) = {X ∈ Sn(Rg) :
∑

‖Xj‖ ≺ ε}.

Lemma 5.6. If p satisfies the conditions of Assumption 1.2, then Dp con-
tains an ε > 0 neighborhood of 0. Moreover, if L is a monic affine linear
pencil with `×` self-adjoint matrix coefficients Aj and if L is positive definite
on Dp, then ‖Aj‖ ≤ 1

ε for each j.

Proof. Write p as in equation (1.6). Thus each pw is a δ × δ matrix. Let M

denote the maximum of {‖pw‖ : 1 ≤ |w| ≤ d}. Let τ =
∑d

1 gj . Thus τ is the
number of words w with 1 ≤ |w| ≤ d.

Let 0 < ∆ denote the minimum of {|λ| : λ is an eigenvalue of p(0)}.
Choose ε = min{1, ∆

τ(M+1)}.
If ‖Xj‖ < ε for 1 ≤ j ≤ g, then ‖w(tX)‖ ≤ ∆

τ(M+1) for non-empty words
w and 0 ≤ t ≤ 1. Hence,

‖
∑

1≤|w|≤d

pw ⊗ w(tX)‖ ≤
∑

1≤|w|≤d

‖pw‖ ‖w(tX)‖ < ∆.

It follows that p(tX) is invertible for 0 ≤ t ≤ 1 and thus X ∈ Dp. Conse-
quently Dp, contains the non-commutative set Nε.

Now suppose L is a monic affine linear pencil which is positive definite
on Dp and thus on Nε. For 0 ≤ t < ε, the points ±tej are in Nε and hence
L(±tej) = I ± tAj � 0. It follows that ±Aj � 1

ε I and thus ‖Aj‖ ≤ 1
ε . �
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Proof of Proposition 5.5. Let µ denote the maximum of the dimensions of
{q(Y )w : q ∈ Pδ

d} for (Y, w) ∈ S.
Given (X, v) ∈ S, let ΛX denote the set of monic affine linear pencils L of

size µ which are both positive definite on Dp and for which L(X) is singular.
By identifying L = I +

∑
Ajxj with the tuple A = (A1, . . . , Ag) ∈ Sµ(Rg),

we view ΛX as a subset of a finite dimensional vector space.
By Lemma 5.2, each ΛX is non-empty. By Lemma 5.6 each ΛX is

bounded. If a sequence from ΛX converges to the monic affine linear pencil
L, then L(X) � 0 for all X ∈ Dp. By an application of Lemma 2.2, it
follows that L is in fact positive definite on Dp. Hence ΛX is closed and
thus compact.

Given an s and (X1, v1), . . . , (Xs, vs) ∈ S ⊂ ∂̂Dp, let (W,u) = ⊕(Xj , vj).
Since S is closed with respect to direct sums, (W,u) ∈ S.

Define
N := {q(W )u : q ∈ Pδ

d }.
By Lemma 5.2 there is a non-zero monic affine linear pencil L = I +

∑
Ajxj

of size µ such that L is positive definite on Dp and a non-zero vector γ ∈
Cµ⊗N such that L(W )γ = 0. From the definitions of N and Cµ⊗N , there
exists qα ∈ Pδ

d for 1 ≤ α ≤ µ, such that

γ =
µ∑

α=1

eα ⊗ qα(W )u.

Let

q =
µ∑

α=1

eα ⊗ qα =

q1
...

qµ

 .

Thus q is a µ× δ matrix of polynomials of degree at most d; i.e., q ∈ Pµ×δ
d .

Further,
γ = q(W )u.

Up to unitary equivalence (the canonical shuffle),

L(W )γ = L(W )q(W )u =

L(X1)q(X1)v1

...
L(Xs)q(Xs)vµ

 .

Let

γj = q(Xj)vj =


q1(Xj)vj

q2(Xj)vj

...
qµ(Xj)vj

 .

Since L(W )γ = 0,

(5.1) L(Xj)γj = 0

for each 1 ≤ j ≤ s.
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To prove that each γj 6= 0 we now invoke the hypothesis that each
(Xj , vj) ∈ S ∩S∗. If γk = 0 (for some k), then qα(Xk)vk = 0 for each α. By
Lemma 2.4, for a fixed α, either qα(Xj)vj = 0 for every j or q(Xj)vj 6= 0
for every j. Since qα(Xk)vk = 0 we thus conclude that qα(Xj)vj = 0 for
every j and every α. Thus each γj = 0 and hence γ = 0, a contradiction.

Since, for each j, we have γj 6= 0, but L(Xj)γj = 0, it follows that
L ∈ ΛXj . This proves

∩s
j=1ΛXj 6= ∅.

Consequently, the collection of compact sets {ΛX : (X, v) ∈ S ∩ S∗} has the
finite intersection property. Hence the full intersection is non-empty and
any L in this intersection is positive definite on Dp and singular on all of
S ∩ S∗ (meaning, if (X, v) ∈ S ∩ S∗, then L(X) is singular). �

Corollary 5.7. Suppose p in Pδ×δ
d satisfies Assumption 1.2. The set (∂Dp)∗

is non-empty and there is a monic affine linear pencil L which is positive
definite on Dp and singular on (∂Dp)∗.

Proof. Apply Proposition 5.5 to the set ∂Dp and note ∂Dp ∩ (∂Dp)∗ =
(∂Dp)∗. �

6. Proof of the Main Theorem

Theorem 1.3 follows quickly from

Theorem 6.1. Given a symmetric non-commutative p satisfying Assump-
tion 1.2, there exists a monic affine linear pencil L such that L is posi-
tive definite on Dp and L(X) has a kernel for every X ∈ ∂Dp. Hence,
Dp = DL = {X : L(X) � 0} and thus Dp has an LMI representation.

Proof. Recall

i(L) := {(Y, w) ∈ ∂̂Dp : L(Y ) is invertible }.

We argue by contradiction. Accordingly, suppose for each monic affine
linear pencil L which is positive definite on Dp the set i(L) is non-empty.

Let S denote pairs (S, L) with S a Pδ
d-closed set and L a monic affine

linear pencil satisfying:
(i) L is positive definite on Dp;
(ii) L is singular on S∗; and
(iii) i(L) ⊂ S.

The assumption in the previous paragraph which we wish to contradict
implies if (S, L) ∈ S, then S is non-empty.

Note that S itself is not empty since, by Corollary 5.7, there is an L
such that (Dp, L) ∈ S. Let S1 denote the collection of sets S occurring
in the pairs (S, L) belonging to S. Choose a minimal (with respect to set
inclusion) set S in S1 using Lemma 3.2 part (7). We will show that S is
not minimal, a contradiction which will complete the proof.
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Since S ∈ S1, there exists an L satisfying the conditions (i)(ii)(iii) with
respect to this S; that is, (S, L) ∈ S.

By assumption, i(L) 6= ∅. By Proposition 3.5, i(L)z ( Sz. Since also S is
Pδ

d closed (S = Sz), we have

(6.1) i(L)z ( S.

Using the fact that i(L) is non-empty and respects direct sums, Proposi-
tion 5.5, produces a monic affine linear pencil M which is positive definite
on Dp and singular on i(L) ∩ i(L)∗. The proof now proceeds by showing
(i(L)z, L⊕M) ∈ S, which, by the strict inclusion in equation (6.1), contra-
dicts the minimality of S.

From the construction, L⊕M is positive definite on Dp; that is, L⊕M
satisfies condition (i).

By Lemma 2.3 the set i(L)∗ is not empty. Suppose now that (X, v) ∈
(i(L)z)∗ = i(L)∗. If (X, v) ∈ i(L), then M(X), and hence (L ⊕ M)(X)
is singular. On the other hand, if (X, v) /∈ i(L), then L(X), and hence
(L ⊕ M)(X) is singular. Thus, if (X, v) ∈ (i(L)z)∗, then (L ⊕ M)(X) is
singular. Hence L⊕M satisfies condition (ii) with respect to i(L)z.

Finally, i(L⊕M) ⊂ i(L) ⊂ i(L)z and thus (i(L)z, L⊕M) satisfies condi-
tion (iii) with respect to i(L)z. Hence (i(L)z, L⊕M) ∈ S and the proof is
complete. �

7. The Case of Signature (δ, 0)

When p(0) is positive definite (wlog we can normalize to take p(0) = Iδ),
it is possible to refine the estimates on the size of L occurring in Lemma
5.2. In the following section this refined estimate is used to prove Theorem
1.5.

Recall that [d2 ]+ denotes the largest integer less than or equal to d
2 . Let

ν̆ = δ
∑[ d

2
]+

j=0 gj . Notice that ν̆ is the dimension of the vector space Pδ
[ d
2
]+

and,

given (X, v) ∈ ∂̂Dp, it is thus an upper bound for the dimension of

M̆ = {q(X)v : q ∈ Pδ
[ d
2
]+
}.

Compare the following lemma about M̆ to Lemma 4.6 about M.

Lemma 7.1. Suppose p ∈ Pδ×δ
d satisfies the conditions of Assumption 1.2

and moreover that p(0) = Iδ. If (X, v) ∈ ∂̂Dp, then (PM̆X|M̆ , v) ∈ ∂̂Dp;
indeed, tPM̆X|M̆ ∈ Dp for 0 ≤ t < 1 and p(PM̆X|M̆ )v = 0.

Proof. Just as in Lemma 4.6, for 0 ≤ t < 1, we have tPM̆X|M̆ ∈ Dp. Since
p(0) = Iδ, it follows that p(tPM̆X|M̆ ) � 0 and hence p(PM̆X|M̆ ) � 0.

On the other hand, for any word w of length at most d, we can write
w = w1xjw2 where both words w1 and w2 have length at most [d2 ]+. Write
v ∈ Rn ⊗ Rδ as v =

∑δ
α=1 eα ⊗ vα. Since both w2(X)vα and wT

1 (X)vβ are
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in M̆ we find
〈w(PM̆X|M̆ )vα, vβ〉 =〈PM̆Xjw2(X)vα, w1(X)T vβ〉

=〈Xjw2(X)vα, wT
1 (X)vβ〉

=〈w(X)vα, vβ〉.
Consequently,

〈p(PM̆X|M̆ )v, v〉 = 〈p(X)v, v〉 = 0.

Since also p(PM̆X|M̆ ) � 0, it follows that p(PM̆X|M̆ )v = 0. �

An application of Lemma 7.1 produces the following improvement on
Lemma 5.2.

Proposition 7.2. Suppose for p in Pδ×δ
d the set Dp is bounded and convex

and p(0) = Iδ. If (X, v) ∈ ∂̂Dp, then there exists a monic affine linear pencil
L of size ` ≤ ν̆ and a non-zero vector w ∈ C` ⊗ M̆ such that L is positive
definite on Dp and L(X)w = 0. Here

M̆ = {q(X)v : q ∈ Pδ
[ d
2
]+
}.

8. The Case of Irreducible p

In this section we show, under the conditions of Assumption 1.2 plus
p(0) = Iδ, if p is, in an appropriate sense, irreducible, then it has degree at
most two. Then we prove Theorem 1.5 from the introduction.

8.1. A polynomial which vanishes on ∂̂Dp. The main result of this
subsection is Theorem 8.3 below. We begin with a lemma.

Lemma 8.1. Suppose p ∈ Pδ×δ
d satisfies the conditions of Assumption 1.2.

Suppose further that p(0) = Iδ. If

(i) (X, v) ∈ ∂̂Dp, (with v 6= 0);
(ii) L is a monic affine linear pencil of size ` which is positive definite

on Dp; and
(iii) there is a vector 0 6= w ∈ C` ⊗ M̆, where

M̆ = {q(X)v : q ∈ Pδ
[ d
2
]+
},

such that L(X)w = 0,

then there exists a non-zero q ∈ Pδ
[ d
2
]++1

such that q(X)v = 0. (Note: it is

not assumed that L is the “master LMI” from Theorem 6.1.)

Proof. Write the monic affine linear pencil L as

L = I +
∑

Ajxj ,

where the Aj are ` × ` symmetric matrices. The tuple X acts on Cn for
some n. Hence Aj ⊗ X acts upon C` ⊗ Cn. With respect to this tensor
product decomposition, w =

∑
ej ⊗ hj where {e1, . . . , e`} is the standard
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orthonormal basis for C` and hj ∈ M̆ . From the definition of M̆ , there exists
polynomials rj ∈ Pδ

[ d
2
]+

such that hj = rj(X)v.

Since L(X)w = 0, for each m we have 0 = [eT
m ⊗ I]L(X)w. Thus,

0 =[eT
m ⊗ I][w +

∑
k

∑
j

Akej ⊗Xkrj(X)v]

=[rm +
∑
k,j

(eT
mAkej)xkrj ](X)v.

Now we argue, by contradiction, that the elements qm of Pδ
[ d
2
]++1

given by

qm(x) = rm(x) +
∑
k,j

(eT
mAkej)xkrj(x)

are not all 0. If they were all 0, then each rm satisfies rm(0) = 0; i.e., rm

has no constant term. But, then, by the same reasoning, each rm has no
linear terms and continuing along these lines we ultimately conclude that
all the rm are 0. On the other hand, since w 6= 0, there is an m such that
hm = rm(X)v 6= 0; a contradiction. Thus we conclude there is an m such
that qm 6= 0 and at the same time qm(X)v = 0. To complete the proof,
observe that the degree of this qm is at most [d2 ]+ + 1. �

Remark 8.2. Let R ∈ P`×δ denote the matrix-valued nc polynomial whose
m-th row is the rm produced in the proof of Lemma 8.1. The lemma says
that R is not zero. On the other hand, R(X)v = w and L(X)R(X)v =
L(X)w = 0. Hence the symmetric polynomial RT LR is non-zero, but van-
ishes at (X, v). �

Theorem 8.3. If polynomial p ∈ Pδ×δ
d satisfies Assumption 1.2 and if also

p(0) = Iδ, then there exists a non-zero q ∈ Pδ
[ d
2
]++1

such that q(X)v = 0 for

every (X, v) ∈ ∂̂Dp.
In particular, if Dp is bounded and convex and p(0) = Iδ and if p is a

minimum degree defining polynomial for Dp, then the degree of p is at most
two.

Proof. Given (X, v) ∈ ∂̂Dp, let

C(X,v) = {q ∈ Pδ
[ d
2
]++1

: q(X)v = 0}.

Note that C(X,v) is a subspace of Pδ
[ d
2
]++1

.

Let M̆ = {r(X)v : r ∈ Pδ
[ d
2
]+
}. By Proposition 7.2 there is a monic affine

linear pencil L of some size ` ≤ ν̆ (ν̆ is defined at the outset of Section 7)
such that L is positive definite on Dp and a non-zero vector w ∈ C` ⊗ M̆
such that L(X)w = 0. Thus Lemma 8.1 applies to produce a non-zero
q ∈ Pδ

[ d
2
]++1

such that q(X)v = 0. Hence C(X,v) is non-trivial (not (0)).
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Given (X1, v1), (X2, v2), . . . , (Xs, vs) ∈ ∂̂Dp, let (W,u) = ⊕(Xj , vj). Then
(W,u) ∈ ∂̂Dp also and thus, by what has already been proved, there exists
a non-zero q ∈ Pδ

[ d
2
]++1

such that q(W )u = 0. But then q(Xj)vj = 0 for

each j. Hence q ∈ ∩`
j=1C(Xj ,vj). It follows that the collection of subspaces

C(X,v) is closed with respect to finite intersections. Since also each C(X,v)

is a non-trivial subspace of the finite dimensional space Pδ
[ d
2
]++1

, there is a

smallest (and non-trivial) subspace C(Y,w) uniquely determined by the con-
dition that it has minimum dimension. Note that any (non-zero) q ∈ C(Y,w)

must vanish on all of ∂̂Dp, since if (X, v) ∈ ∂̂Dp and q(X)v 6= 0, then
C(X,v) ∩ C(Y,w) ( C(Y,w).

The second part of the Theorem follows immediately from the first part
and the definition of minimum degree defining polynomial. �

Proof of Theorem 1.5. The first part of Theorem 1.5 is covered by Theorem
8.3. It remains to prove if p is a symmetric nc polynomial in P1×1

2 , if p(0) = 1
and if Dp is both bounded and convex, then p has the form

p = 1 + `(x)−
g∑

j=1

λj(x)2,

where ` and each λj are linear.
Since p has degree two and is symmetric, there is a uniquely determined

symmetric g × g matrix Λ such that

p(x) = 1 + `(x)− 〈Λx, x〉,

where x is the vector with entries xj . If Λ is not positive semi-definite, then
there is a t ∈ Rg such that 〈Λt, t〉 < 0 and hence, for s ∈ R,

p(st) = 1 + s`(t)− s2〈Λt, t〉

is either positive for all s ≥ 0 or is positive for all s ≤ 0 depending upon the
sign of `(t). In either case, Dp(1) is not bounded. Hence we conclude that
Λ is positive semi-definite. Hence there is an 0 ≤ m ≤ g and an orthogonal
set of vectors u1, . . . , ug such that

Λ =
m∑
1

u`u
T
` .

Letting λ` =
∑

j(u`)jxj ,

L̂ =

λ1
...

λm


and L0 = 1 + ` the conclusion of Theorem 1.5 follows. �
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Remark 8.4. A variation on the proof of Theorem 8.3 shows:
given an L such that L is positive definite on Dp and singular on ∂Dp, there
exists a non-zero R ∈ P`×δ of degree at most [d

2 ]+ such that p̂ = RT LR

vanishes on ∂̂Dp. The degree of p̂ is 2[d
2 ]+ + 1, which is either d or d + 1

depending upon d odd or even. In particular, the degree of p̂ is close to that
of p.

To prove this variation of Theorem 8.3, observe that for each (X, v) ∈ ∂̂Dp

the vector space

C ′
(X,v) = {R ∈ P`×δ : RT LR(X)v = 0}

is non-trivial (not the 0 subspace) by Remark 8.2. Thus, arguing as in the
proof of Theorem 8.3, the intersection of all such subspaces is non-trivial
and the conclusion follows. �

9. A Refinement of the Effros-Winkler Separation Theorem

This section contains a proof of the separation Theorem of Effros and
Winkler [EW97] in the special case of certain matrix convex subsets of
S(Rg) = (Sn(Rg))∞n=1. The specialization makes the proof of Proposition
9.1 immediately below decidedly simpler than that of the strictly more gen-
eral version in [EW97]. On the other hand Proposition 9.1 is not explicitly
covered by the results in [EW97]. Thus we have included a proof.

Proposition 9.1. Let C = (C(n))∞n=1 denote a sequence of sets where C(n) ⊂
Sn(Rg). If C is an open matrix convex (see Section 1.9.2 for the definition)
and if Xb ∈ ∂C(n), the boundary of C(n), then there exists a monic affine
linear pencil L of size n such that L is positive definite on C, but L(Xb) is
singular.

Proof. By the conventional Hahn-Banach Separating Hyper-plane Theorem
for R` (see [Ru73] Chapter 3, exercise 1 for instance) and item (iv) in the
definition of open matrix convex set, there exists a linear functional λ :
Sn(Rg) → R and a ρ ∈ R such that λ(X) ≤ ρ = λ(Xb) for X ∈ C(n). Since
C(n) contains a neighborhood of 0, we conclude ρ > 0 and thus may assume
ρ = 1.

Let Eα,β denote the elementary matrices for Mn(R). Hence ej⊗ 1
2(Eα,β +

Eβ,α) is a basis for Sn(Rg). (Here ej is the usual basis for Rg and 1 ≤ j ≤ g,
1 ≤ α, β ≤ n.)

Define n× n matrices Aj by

(Aj)α,β = g λ( ej ⊗
1
2
(Eα,β + Eβ,α) ).

Note A = (A1, . . . , Ag) ∈ Sn(Rg). Let L =
∑g

j=1 Ajxj and set L = I − L.
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With e =
∑

eα ⊗ eα,

1
g
〈e, e〉 =1

= λ(Xb)

=
∑
α,β,j

λ(ej ⊗
1
2
(Eα,β + Eβ,α))(Xb

j )α,β)

=
1
g

∑
α,β,j

(Aj)α,β(Xb
j )α,β

=
1
g
〈L(Xb)e, e〉.

Hence

(9.1) 〈L(Xb)e, e〉 = 〈(I − L(Xb))e, e〉 = 0.

Next, we show that L(X) = I−L(X) � 0 on C(n). Given f1, . . . , fn ∈ Rn,
let

F =
(
f1 f2 . . . fn

)
∈ Mn.

Note that
‖F ∗F‖ ≤ tr(F ∗F ) =

∑
j

fT
j fj .

Thus, if we assume
∑

j fT
j fj = 1, then F is a contraction. Hence F T XF ∈

C(n) if X ∈ C(n) by item (iii) in the definition of open matrix convex set.
Consequently,

1 ≥λ(F T XF )

=
∑
α,β,j

(Aj)α,β(F T XjF )α,β

=
∑
α,β,j

(Aj)α,β〈Xfα, fβ〉

=〈L(X)u, u〉.
with u defined by u =

∑n
α=1 eα ⊗ fα. Since 1 = 〈u, u〉, we get 〈[I −

L(X)]u, u〉 ≥ 0. The fj were arbitrary (except for the condition
∑

fT
j fj = 1

which can be achieved by scaling), so this applies to any vector u ∈ Rn2
,

thereby giving L(X) � 0 for X ∈ C(n).
Returning to Xb, since L(Xb) � 0, equation (9.1) now implies that

L(Xb)e = 0 and thus L(Xb) is singular.
Finally, we show, for any positive integer m, that L is positive semi-

definite on C(m). If m < n and X ∈ C(m), then X ⊕ 0 ∈ C(n) by item (ii),
where 0 is the g-tuple of zeros of size (n−m)× (n−m). Hence

0 � L(X ⊕ 0) = L(X)⊕ I

and therefore L(X) � 0.
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Now suppose m > n and let u ∈ Cn⊗Cm be given. Thus u =
∑n

α=1 eα⊗fα

for some vectors fα ∈ Cm. Let M denote the span of {f1, . . . , fn}. Then
PMX|M ∈ C(m′) by item (iii), where m′ ≤ n is the dimension of M. Hence,

0 ≤〈L(PMX|M)u, u〉
=〈L(X)u, u〉.

Since u was arbitrary, L(X) � 0 and the proof is nearly complete. An
application of Lemma 2.2 gives L(X) � 0 for all X in Dp. �

Note, if p satisfies the conditions of Assumption 1.2, then, by Theorem
4.5 and the remarks preceding, Dp satisfies the hypotheses of Proposition
9.1. Lemma 5.1 thus follows from Proposition 9.1.

10. A Final Remark and Example

This section contains a final example and a remark about the proof of
Theorem 1.3

10.1. A Not Irreducible Defining Polynomial. The following example
shows that Theorem 1.5 requires the irreducibility hypothesis. Here we
work with two variables (x, y). Let b(x, y) = 1 − x2 − y2 and f(x, y) =
1− (x− 1

4)2 − y2. The set

D = Db⊕f = {(X, Y ) : b(X, Y ) � 0, f(X, Y ) � 0}

is convex. Let p1 = fbf and p2 = bfb. Then Dp1 = D = Dp2 . Hence,
neither p1 nor p2 is a minimum degree defining polynomial for D.

10.2. Convexity and Semi-algebraic Sets. The next discussion is in-
tended to highlight the additional structure afforded by semi-algebraic sets
over general matrix convex sets as in [EW97] i.e. sets satisfying the hy-
potheses of Proposition 9.1. We also add the requirement of finite type in
the sense of item (v) below.

(v) there exists a positive integer ν such that X ∈ C if and only if
PMX|M ∈ C for every subspace M of dimension at most ν.

In this case it does follow that X ∈ ∂C if and only if there exists a subspace
M of dimension at most ν such that PMX|M ∈ ∂C. However, one does not
have the fine control, afforded by a vector v with p(X)v = 0, over the choice
of M needed to carry out the argument found in Proposition 5.5.

Of course, what is true is that there is a family L of monic affine linear
pencils of size (at most) ν such that

C = {X : L(X) � 0 for all L ∈ L}.

However, the family L can not generally be chosen finite.
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