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Problem 1: (1 points) You flip 3 fair coins independently. Let X be the number of heads
observed and let Y be the number of tails. Are X and Y independent random variables?
(You do not need to show your work or justify your answers for this problem.)

Choose one:
O Yes
® No

Solution: X and Y are not independent, since knowing one determines the other other completely.
Concretely, to show that they are not independent, we have (for example) P(X =3) = P(HHH) =
1/8 and P(Y =3)=P(TTT)=1/8,but P(X =3,Y =3)=0# P(X =3)- P(Y =3).

Problem 2: (1 points) If X is an exponential random variable with parameter 2, which of the
following is equal to the conditional probability P(X > 10|X > 9)?
(You do not need to show your work or justify your answers for this problem.)

Choose one:
O 1—e 21

@ PX>1)
O P(X >9)
O 6—2-10

Solution: By the memoryless property of exponential random variables, we have
P(X>9+1X>9)=P(X >1).

Explicitly, using the CDF of an exponential random variable, this is also equal to P(X > 1) =
1-PX<1)=1-(1-e2) =21

Problem 3: (2 points) Let X be a normal random variable with mean 1 and variance 4. Which
of the following is equal to P(|X — 1| > 2)?
(You do not need to show your work or justify your answers for this problem.)

Choose one:
O 2(0)+(1—-2(2)
O @(1)+2(-1)
@2 (1-2(1))
O 2(1/2)



Name:

Solution: You can notice that P(|X — 1| > 2) is the probability that X is at least one standard
deviation from its mean, which is given by 2- (1 —®(1)). Or algebraically, using the properties that
®(—2) =1 — ®(2) and that £ is a standard normal random variable, we see that

P(X—-1>2)=P(X —1>2)+P(X - 1< —2)

:P(X;1ZQ+P<X;1S_Q
:(1—P<X;1§1)>+¢pn

=1 —=2(1) + (1 —2(1))
—2.(1—®(1)).




Nﬂe:_‘ o R - o -

Problem 4: (10 points) Let X and Y be continuous random variables with joint distribution

fxy(z,y) = (7) .y, forze(0,1) and y€ (0,z+1)

You may express your answers for parts (a) through (c) in terms of eaplicit but unevaluated integrals.
(a) (3 points) Compute Fx4y(1).

Xty=
Eﬂ(‘) - \/x):‘o \[\o]‘x %) Av)' dx

Answer:

\Fx':o J\o\k ] P dy b







Problem 4 (continued)
(c) (2 points) Find the marginal PDF of X.

Xt

Sx(ﬂ*}%w‘*‘

:J ?(ﬂ x €Co,\
E-(JL

Answer:

(d) (2 points) Are X and Y independent? Why or why not? /l/ﬂ, e +e ako o £ f‘h“fe; e {‘"9’\

(]

sn't q hec‘("t:mjfe.

Answer:

‘Hf. areq G‘G &n‘{'eﬂf‘q‘“@ﬂ on't o T‘ef._fd"g’e,




Problem 5: (10 points) Let X, Y, and Z be independent exponential random variables with
parameter 2.

You may express your answers for this problem in terms of explicit but unevaluated integrals;
however, your answer for part ( b) should not contain any unevaluated “maz” terms.

(a) (2 points) Find E(X2Y).
ij 'N[)("’( ;#"_‘

o 32X) /o 0 %
Cinee X, Y ndep, ${x,y)= ;;".cy‘y’:’-i(‘éc Nee ) f"éﬁio

Answer:

E DXY)= )S@(ze‘*)(zg@)@
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Alternate solution to 5(a):

Problem 5: (10 points) Let X, Y, and Z be independent exponential random variables with
parameter 2.

You may express your answers for this problem in terms of explicit but unevaluated integrals;
however, your answer for part (b) should not contain any unevaluated “max” terms.

(a) (2 points) Find E(X?2Y).

e XY radeprden
ERY)= EC)-EW

(VrXOrEC)AL -EY)
Wi /}Nan!cﬂzr Answer:
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(b) (4 points) Find the probability P(max(X,Y) < Z).

Let (0, b,C D Youhm Veal numhery
Fr X, Y,Z2 there ore 31 = ( opHuns
¥ ¥, 2 I we Weal mMox(y.y
= 2 must be g
¢ F(max(XY) €2
h © 2
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Answer:

Very creative! This is not 100%
correct, but can be made into a
correct solution once we justifiy
that the ordering produced by
three exponential random
variables is uniform.




Alternate solution to 5(b):

(b) (4 points) Find the probability P(max(X,Y) < Z). Y27

| - S3¢ e
P(“M{(X/Y)QZ) = F[X €(€Z N Y<KE2) r]Ex,‘f,a(Xf”):z) = TO ) ;la =
= P(x€(<2) + Plf<x<z)

= I Fovation®) g de + [ | Fremacry.2) dpdyda

X<€Y<2 Yexéz

= f:‘j;z fofj ge-#ﬂ%ﬂo‘b(d«ad? + ]:"oﬁZj;)i BQ-;r—mﬁ-—lz 0‘50\)@{2

Answer:
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5¢ Solution: Notice that X —Y = X + (=Y), so we can use a formula for
the sum of two random variables. Since X and —Y are independent, we can use
the convolution formula and we find

fevi = [ T @)y (z — )

where fx_y is the density of the difference, X has density

2e 2% >0
fX(x){o <0

and —Y has density

2e% ¢y <0
f—Y(y)_{O y>0"

Now we have to evaluate the integral. The key thing to note here is that X can
take any nonnegative value and —Y can take any nonpositive value. So X+(-Y)
can take on any value in (—o00,00) and our density must reflect that fact. We
therefore break the integral into two cases. If z < 0, then fx(z)f-y(z — ) is
nonzero for any x > 0 as the first term is always positive and the second term
is always negative. However, if z > 0, then we must have z > z for z — = to be
negative. Thus we have

fx-v(2) = /jo fx(@)foy(z —z)dx
_ {fooo [x@)f-y(z —x)dz 2<0

ST @) fey(z—2) 220

B fooo 2¢72292(z=2)dy > < ()
n f:o 2e7219e2(2=2) g 7 > ()

Now we evaluate each integral individually. For z < 0.

/ 26_2x2€2(2_x)d1‘=€22/ de™ 4y
0 0

=% (—e7) |12,
2z

=€

Now for z > 0

/ 2672I262(Z71)dl‘:€22/ de 4 dy

_ 622 (_674x) |C>O

r=z

— 6—2z



So our final density is

e?* z2<0
fx-y(z) = {622 -

z>0

Equivalently, we could also write fx_y (z) = e~2/l





