1

Lecture 1

1.1 Definition of Rings and Examples

A ring will be a set of elements, R, with both an addition and multiplication
operation satisfying a number of “natural” axioms.

Axiom 1.1 (Axioms for a ring) Let R be a set with 2 binary operations
called addition (written a + b) and multiplication (written ab). R is called a
ring if for all a,b,c € R we have

(a+b)+e=a+(b+¢)

. There exists an element 0 € R which is an identity for +.
There exists an element —a € R such that a + (—a) = 0.
.a+b=b+a.

. (ab)e = a(be).

. a(b+c) =ab+ ac and (b+ ¢)a = ba + be.
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Ttems 1. — 4. are the axioms for an abelian group, (R, +) . Item 5. says mul-
tiplication is associative, and item 6. says that is both left and right distributive
over addition. Thus we could have stated the definition of a ring more succinctly
as follows.

Definition 1.2. A ring R is a set with two binary operations “+” = addition
and “7= multiplication, such that (R,+) is an abelian group (with identity
element we call 0), “” is an associative multiplication on R which is both left
and right distributive over addition.

Remark 1.3. The multiplication operation might not be commutative, i.e., ab #
ba for some a,b € R. If we have ab = ba for all a,b € R, we say R is a
commutative ring. Otherwise R is noncommutative.

Definition 1.4. If there exists and element 1 € R such that al = 1la = a for all
a € R, then we call 1 the identity element of R [the book calls it the unity.]

Most of the rings that we study in this course will have an identity element.

Lemma 1.5. If R has an identity element 1, then 1 is unique. If an element

a € R has a multiplicative inverse b, then b is unique, and we write b= a~ L.

Proof. Use the same proof that we used for groups! I.e. 1 =1-1" =1’ and
if b, b’ are both inverses to a, then b =b(ab’) = (ba) V' = V. |

Notation 1.6 (Subtraction) In any ring R, for a € R we write the additive
inverse of a as (—a). So at a + (—a) = (—a) + a = 0 by definition. For any
a,b € R we abbreviate a + (—=b) as a —b.

Let us now give a number of examples of rings.

Example 1.7. Here are some examples of commutative rings that we are already
familiar with.

1. Z = all integers with usual + and -.

2. Q= all ™ such that m,n € Z with n # 0, usual 4 and -. (We will generalize
this later when we talk about “fields of fractions.”)

3. R= reals, usual 4 and -.

4. C = all complex numbers, i.e. {a +ib: a,b € R}, usual + and - operations.
(We will explicitly verify this in Proposition below.)

Ezample 1.8.27Z ={...,—4,—-2,0,2,4,...} is a ring without identity.
Ezample 1.9 (Integers modulo m). For m > 2, Z,, = {0,1,2,...,m — 1} with

+ = addition modm

= multiplication modn.
Recall from last quarter that (Z,,,+) is an abelian group and we showed,
[(ab) mod m - ¢] mod m = [abc] = [a (bc) mod m] modm (associativity)
and

[a- (b+ ¢)modm]modm = [a- (b+ ¢)]modm

= [ab + aclmod m = (ab) mod m + (ac) mod m

which is the distributive property of multiplication mod m. Thus Z,, is a ring
with identity, 1.
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Ezample 1.10. My(F) = 2 X 2 matrices with entries from F, where F = Z, Q,
R, or C with binary operations;

ab adb| la+d b4V .
L d} + [c’ d’] = L""C/ d—l—d’} (addition)

cd| | d ca’ +dc b + dd’
That is multiplication is the usual matrix product. You should have checked in
your linear algebra course that My (F') is a non-commutative ring with identity,

-1

For example let us check that left distributive law in My (Z);

a (2] + [4)

Bl
[(b(g+7)+a(p+e) a(f—l—q)—kb(h—&-s)}
ld(g+7)+clp+e)c(f+q) +d(h+s)

_ [bg+ap+br +ae af + bh + aq + bs
- |dg+cp+dr+cecf+dh+cqg+ds

/ / ! ! / !
{a b} {a b} = [aa +bc b+ bd } . (multiplication)

while

ab||ef + abl||pgq
cd| |gh cd| |rs
| bg+aeaf +bh ap + br aq + bs
" |dg+cecf+dh cp+dr cq+ds

__|bg+ap+br+aeaf +bh+aq+bs
" |dg+cp+dr+cecf+dh+cqg+ds

which is the same result as the previous equation.

Ezample 1.11. We may realize C as a sub-ring of Ms (R) as follows. Let

10 . 0-1
I:[Ol} € M (R) and i:= [1 0}

and then identify z = a + b with
. |10 0-1| |a-—b
aI—&-bl.—a{Ol}—l—b[l O}_[b a]
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Since
P10 =
it is straight forward to check that
(al+bi) (cI+di) = (ac — bd) I + (bc + ad) i and
(aI+bi) + (cI+di) = (a+c) I+ (b+d)i

which are the standard rules of complex arithmetic. The fact that C is a ring
now easily follows from the fact that M (R) is a ring.

In this last example, the reader may wonder how did we come up with the

-1 . . .
? 0 to represent 3. The answer is as follows. If we view C as R?
in disguise, then multiplication by ¢ on C becomes,

matrix i :=

(a,b) ~a+ib —i(a+ib) = —b+ ai ~ (=b,a)

()=00]G)- ()

Thus i is the 2 x 2 real matrix which implements multiplication by ¢ on C.

while

Theorem 1.12 (Matrix Rings). Suppose that R is a ring and n € Z,.. Let

M, (R) denote the n X n — matrices A = (Aij)?jzl with entries from R. Then
M, (R) is a ring using the addition and multiplication operations given by,

(A + B>ij = Aij + Bij (l’ﬂd
(AB);; = AuBy;.
k

Moreover if 1 € R, then

is the identity of M, (R) .

Proof. I will only check associativity and left distributivity of multiplication
here. The rest of the proof is similar if not easier. In doing this we will make
use of the results about sums in the Appendix at the end of this lecture.

Let A, B, and C be n X n — matrices with entries from R. Then
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[A(BO)],; =Y A (BCO),; =Y Au (Z Bklclj>
k k l

= Z A B Cyj
kol
while
[(AB)C),; =Y (AB);, Cij = (Z AikBlcl> Cij
1 1\ k
= AuwBuCij.
Kl
Similarly,

[A(B+C)];; =Y Air (Bij + Cij) = Y (AixBrj + AirCi;)
k k
= AxBij+ > AiCyj = [AB],; + [AC],; .
k k

Ezxample 1.13. In Zg, 1 is an identity for multiplication, but 2 has no multi-
plicative inverse. While in M5(R), a matrix A has a multiplicative inverse if
and only if det(A) # 0.

Ezample 1.14 (Another ring without identity). Let

- (g

with the usual addition and multiplication of matrices.
Oal [0b] (00
00| |00 |00]|"

The identity element for multiplication “wants” to be [O (1)] , but this is not in

R.

More generally if (R,+) is any abelian group, we may make it into a ring
in a trivial way by setting ab = 0 for all a,b € R. This ring clearly has no
multiplicative identity unless R = {0} is the trivial group.
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1.2 Appendix: Facts about finite sums 11
1.2 Appendix: Facts about finite sums

Throughout this section, suppose that (R, +) is an abelian group, A is any set,
and A > A — ry € R is a given function.

Theorem 1.15. Let F := {A C A : |A] < oo} . Then there is a unique function,
S : F — R such that;

1.5(0) =0,
2. S({A\}) =y forall X € A
3.S(AUB)=S(A)+ S(B) for all A,B € F with AN B = 0.

Moreover, for any A € F, S (A) only depends on {rx}\c, -

Proof. Suppose that n > 2 and that S (A) has been defined for all A € F
with |A] < n in such a way that S satisfies items 1. — 3. provided that |A U B| <
n. Then if |[A] = n and A € A, we must define,

S(A)=S(AN{AD +S({AY) = S(AN{A}) +7a.

We should verify that this definition is independent of the choice of A € A. To
see this is the case, suppose that A’ € A with X' # A, then by the induction
hypothesis we know,

SAN{AD = S[ANIA N U N
=SANVIANH +S({N) =S (AN AN +

so that

SAN{D) +ra =[S (AN {NN)) +ra] +7a
= SAN{ANND) + (rv +12)
=S A\ AN + (ra+7y)
= [S(A\N NN} + 7]+
= [SANANE +S{AD] + 7w
=S (AN} +rw
as desired. Notice that the “moreover” statement follows inductively using this
definition.
Now suppose that A, B € F with AN B = and |A U B| = n. Without loss

of generality we may assume that neither A or B is empty. Then for any A € B,
we have using the inductive hypothesis, that

S(AUB) =S (AU[B\{A\}]) + 7= (S(A) +SB\{\})+7a
=5(A)+ (S (B\{A}) +72) =S5 (A) + (S(B\{A}) + S({A})
— S(A)+S(B).
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Thus we have defined S inductively on the size of A € F and we had no
choice in how to define S showing S is unique. ]

Notation 1.16 Keeping the notation used in Theorem we will denote
S(A) by > yeara If A={1,2,...,n} we will often write,

n

Sn=3n

A€EA i=1

Corollary 1.17. Suppose that A = Ay U---U A, with A;NA; =0 fori #j
and |A| < co. Then

S(A):En:S(Ai) ie. Zm:i (Z m).

i=1 AEA i=1 \\€A;

Proof. As usual the proof goes by induction on n. For n = 2, the assertion
is one of the defining properties of S (A4) := >, 4 7a. For n > 2, we have using
the induction hypothesis and the definition of >, S (4;) that

S(A U UA,)=S(A1U---UA,_1)+ S (An)
n—1 n
:ZS(Ai)—FS(An):ZS(Ai).

Corollary 1.18 (Order does not matter). Suppose that A is a finite subset
of A and B is another set such that |B| =n = |A| and 0 : B — A is a bijective

function. Then
Z TJ(Z,) = Z Ta-

beB acA

In particular if o : A — A is a bijection, then
D Tole) = D Ta
acA acA

Proof. We again check this by induction on n = |A|. If n =1, then B = {b}
and A = {a:=0(b)}, so that

Z To(x) = To(b) = Z Ta
r€B a€A

as desired. Now suppose that N > 1 and the corollary holds whenever n < N.
If | Bl]=N+1=|A| and 0 : B — A is a bijective function, then for any b € B,
we have with B’ := B’ \ {b} that
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Z To(z) = Z To(z) + To(b)-

zEB zeB’

Since o|p : B' — A’ := A\ {0 (b)} is a bijection, it follows by the induction
hypothesis that > 5 75(2) = D acas Ta and therefore,

Z To(z) = Z T+ To(b) = Z TX-

rEB A€A! A€EA

Lemma 1.19. If {ax} ¢4 and {br} ¢, are two sequences in R, then
D (axtb) =2 axtd b
A€A A€A AeA

Moreover, if we further assume that R is a ring, then for allr € R we have the
right and left distributive laws;,

T-Za,\=Zr~a,\ and

A€A A€A

(Zm\> T = ZGA'T.
A€A A€A

Proof. This follows by induction. Here is the key step. Suppose that o € A
and A’ := A\ {a}, then

D (ax+bx) = (ax+br) + (aa +ba)

AcA A€A/
= Z ay + Z by + (aq + bs)  (by induction)
AcA/ AeA
_ Z x4+ ard Z by 4 b commutativity
o ATEA AT Pa and associativity
AeA A€A/
YT
AEA A€A

The multiplicative assertions follows by induction as well,

re Y ay=r- (Z a,\—&—aa) =r- (Z a,\> +r-a,

A€EA A€ A’ A€ A/

= (Z r-a>\> + 7 ag

A€A’

ZZT~G)\.

A€A
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Lecture 2
Recall that a ring is a set, R, with two binary operations “4” = addition
and “”= multiplication, such that (R, +) is an abelian group (with identity

element we call 0), (+) is an associative multiplication on R which is left and right
distributive over “+.” Also recall that if there is a multiplicative identity, 1 € R
(so la = al = a for all a), we say R is a ring with identity (unity). Furthermore
we write a — b for a + (—b). This shows the importance of distributivity. We
now continue with giving more examples of rings.

Example 2.1. Let R denote the continuous functions, f : R — R such that
lim, 400 f(x) = 0. As usual, let f + g and f - g be pointwise addition and
multiplication of functions, i.e.

(f+9) () =f(z)+g(z) and (f-g)(z) = f(z)g(x) forall z € R.

Then R is a ring without identity. (If we remove the restrictions on the functions
at infinity, R would be a ring with identity, namely 1 (z) = 1.)

Example 2.2. For any collection of rings Ry, Rs, ..., R,,, define the direct sum
to be
R=Ri® --®R, = {(Tl,Tg,...,Tn) :r; € Ry all ’L}

the set of all m-tuples where the i¢th coordinate comes from R;. R is a ring if
we define

(’1”1,7"27 oo 7Tm) + (Sla 52, .. °7Sm) = (T1813T2827 DR 7rm8m)7
and
(r1,7m2, . yTm) + (51,82, -+, Sm) = (r1 + 51,72 + S92, ., T + Sim)-

The identity element 0 is (0,0,...,0). (Easy to check)

2.1 Polynomial Ring Examples

Ezample 2.3 (Polynomial rings). Let R = Z, Q, R, or Z and let R [z] denote the
polynomials in z with coefficients from R. We add and multiply polynomials in
the usual way. For example if f = 322 — 2x + 5 and g = 522 + 1, then

f+g=28z%—2zx+6 and
fg= (52 +1)(32% — 22 +5)
=5— 2z + 322 + 2522 — 102* + 152°.

One may check (see Theorem [2.4] below) that R [x] with these operations is a
commutative ring with identity, 1 = 1.These rules have been chosen so that

(f+9) (@) = f (@) +g(a) and (f - g) (a) = f (a) g (a) for all & € R where

fla) = Zaiai.
=0

Theorem 2.4. Let R be a ring and R [x] denote the collection of polynomials
with the usual addition and multiplication rules of polynomials. Then R [x] is
again a ring. To be more precise,

o0
Rlz] = {pZZPiﬂvi :pi € R withp; =0 a.a.},
i=0

where we say that p; = 0 a.a. (read as almost always) provided that
{i:pi #0} <oo. If g:= Y ;o qix’ € R[x], then we set,

p+q:=) (pi+a)z" and (2.1)
=0
p-q:= Z < Z ]%Qz) zt = Z (Zpkqik> 2t (2.2)
i=0 \k+l=i i—0 \k=0

Proof. The proof is similar to the matrix group examples. Let me only say
a few words about the associativity property of multiplication here, since this
is the most complicated property to check. Suppose that r = >~ r;x*, then
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n=0 \i+j=n k+l=j
0
= E E piqrry | "
n=0 \i+k+Il=n

As similar computation shows,
(oo}
(pg)r =" ( > piqm> z"
n=0 \i+k+l=n

and hence the multiplication rule in Eq. (2.2)) is associative. [ ]

2.2 Subrings and Ideals I

We now define the concept of a subring in a way similar to the concept of
subgroup.

Definition 2.5 (Subring). Let R be a ring. If S is subset of R which is itself
a ring under the same operations +,- of R restricted to the set S, then S is
called a subring of R.

Lemma 2.6 (Subring test). S C R is a subring if and only if S is a subgroup
of (R,4) and S is closed under multiplication. In more detail, S is a subring
of R, iff for all a,b € S, that

a+besS, —a€esS, andabe S.
Alternatively we may check that
a—besS, andabe S for all a,b e S.

Put one last way, S is a subring of R if (S,+) is a subgroup of (R, +) which is
closed under the multiplication operation, i.e. S-S C S.

Proof. Either of the conditions, a +b € S, —a € S or a — b € S for all
a,b € S implies that (5,4) is a subgroup of (R, +). The condition that (S, -)
is a closed shows that “.” is well defined on S. This multiplication on S then
inherits the associativity and distributivity laws from those on R. [ ]
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Definition 2.7 (Ideals). Let R be a ring. A (two sided) ideal, I, of R is a
subring, I C R such that RI C R and IR C R. Alternatively put, I C R is an
ideal if (I,+) is a subgroup of (R,+) such that RI C R and IR C R. (Notice
that every ideal, I, of R is also a subring of R.)

Ezxample 2.8. Suppose that R is a ring with identity 1 and [ is an ideal. If 1 € I,
then I = Rsince R=R-1C RI C I.

Ezample 2.9. Given a ring R, R itself and {0} are always ideals of R. {0} is the
trivial ideal. An ideal (subring) I C R for which I # R is called a proper ideal
(subring).

Example 2.10. If R is a commutative ring and b € R is any element, then the
principal ideal generated by b, denoted by (b) or Rb, is

I=Rb={rb:reR}.

To see that I is an ideal observer that if ;s € R, then rb and sb are generic
elements of I and
rb—sb= (r — s)b € Rb.

Therefore I is an additive subgroup of R. Moreover, (rb) s = s(rb) = (sr)be I
so that RI = IR C I.

Theorem 2.11. Suppose that R = Z or R = Z,, for some m € Z,. Then the
subgroups of (R,+) are the same as the subrings of R which are the same as
the ideals of R. Moreover, every ideal of R is a principal ideal.

Proof. If R = Z, then (m) = mZ inside of Z is the principal ideal generated
by m. Since every subring, S C Z is also a subgroup and all subgroups of Z are
of the form mZ for some m € Z, it flows that all subgroups of (Z, +) are in fact
also principle ideals.

Suppose now that R = Z,. Then again for any m € Z,,,

(m)y={km: k €Z} =mZ, (2.3)

is the principle ideal in Z,, generated by m. Conversely if S C Z,, is a sub-ring,
then S is in particular a subgroup of Z,,. From last quarter we know that this
implies S = (m) = (ged (n,m)) for some m € Z,. Thus every subgroup of
(Zy,,+) is a principal ideal as in Eq. . ]

Ezxample 2.12. The set,
ab
S{[Od] .a,b,dER},

is a subring of M3(R). To check this observe that;
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ab|l dbt| la—ab-V cs
0d od| | 0 d-d

ablld V] |daab +bd cs
od{|od| |0 dd’ '

and

S is not an ideal since,

54 £ esneve

Ezample 2.13. Consider Z,, and the subset U(m) the set of units in Z,,. Then
U(m) is never a subring of Z,, because 0 ¢ U(m).

Example 2.14. The collection of matrices,

S{{Oa} :a,b,cE]R}7
bc

is not a subring of M>(R). It is an additive subgroup which is however not
closed under matrix multiplication;

Oal |0 a abl  ad
[b c] [b' c’} o [cb’ ba—&—cc’} ¢
Definition 2.15. Let R be a ring with identity. We say that S C R is a unital

subring of R if S is a sub-ring containing 1r. (Most of the subrings we will
consider later will be unital.)

Example 2.16. Here are some examples of unital sub-rings.

1. S in Example is a unital sub-ring of M (R).

2. The polynomial functions on R is a unital sub-ring of the continuous func-
tions on R.

3. Z [x] is a unital sub-ring of Q [x] or R [z] or C[z].

4. Z[i] :={a+ib: a,b € Z} is a unital subring of C.

Example 2.17. Here are a few examples of non-unital sub-rings.

1. nZ C 7Z is a non-unital subring of Z for all n # 0 since nZ does not even
contain an identity element.

2. If R = Zg, then every non-trivial proper subring, S = (m), of R has no
identity. The point is if k € Zg is going to be an identity for some sub-ring
of Zg, then k? = k. It is now simple to check that k2 = k in Zg iff k = 0
or 1 which are not contained in any proper non-trivial sub-ring of Zs. (See

Remark below.)
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3. Let R:=7Z¢ and S = (2) = {0,2,4} is a sub-ring of Zg. Moreover, one sees
that 15 = 4 is the unit in S (4> = 4 and 4 -2 = 2) which is not 1z = 1.
Thus again, S is not a unital sub-ring of Zg.

4. The set,

S:{{gg} :aeR}cR:MQ(R),

is a subring of M, (R) with

we 4B

and hence is not a unital subring of M; (R).
5. Let v be a non-zero column vector in R? and define,

S:={A e M(R): Av=0}.

Then S is a non-unital subring of M (R) which is not an ideal. (You should
verify these assertions yourself!)

Remark 2.18. Let n € Z4 and S := (m) be a sub-ring of Z,. It is natural to
ask, when does S have an identity element. To answer this question, we begin
by looking for m € Z,, such that m? = m. Given such a m, we claim that m is
an identity for (m) since

(km)m = km? = kym for all km € (m) .

The condition that m? = m is equivalent to m (m — 1) = 0, i.e. njm (m —1).
Thus (m) = (ged (n,m)) is a ring with identity iff n|m (m —1).

Ezample 2.19. Let us take m = 6 in the above remark so that m (m —1) =
30 = 3-2-5. In this case 10, 15 and 30 all divide m (m — 1) and therefore 6
is the identity element in (6) thought of as a subring of either, Zjg, or Z;5, or
Zso. More explicitly 6 is the identity in

<6> = <ng (6> 10)> = <2> = {072’47678} C Zo,
(6) = (ged (6,15)) = (3) = {0,3,6,9,12} C Z15, and
(6) = (ged (6,30)) = {0, 6,12, 18,24} C Zs.

Example 2.20. On the other hand there is no proper non-trivial subring of Zg
which contains an identity element. Indeed, if m € Zg and 8 = 23|m (m — 1),
then either 23|m if m is even or 23| (m — 1) if m is odd. In either the only
m € Zg with this property is m = 0 and m = 1. In the first case (0) = {0} is
the trivial subring of Zg and in the second case (1) = Zg is not proper.
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Lecture 3

3.1 Some simple ring facts

The next lemma shows that the distributive laws force 0, 1, and the symbol
“—”" to behave in familiar ways.

Lemma 3.1 (Some basic properties of rings). Let R be a ring. Then;

1.a0=0=0a for all a € R.
2. (—a)b = — (ab) = a(=b) for all a,b € R
3. (—a)(—=b) = ab for all a,b € R. In particular, if R has identity 1, then
(-1)(-1) =1 and
(-=1)a = —a for all a € R.

(This explains why minus times minus is a plus! It has to be true in any
structure with additive inverses and distributivity.)
4. If a,b,c € R, then a(b—¢) = ab— ac and (b — ¢) a = ba — ca.

Proof. For all a,b € R;

1. a0+ 0 = a0 = a(0+ 0) = a0 4 a0, and hence by cancellation in the abelian
group, (R, +), we conclude that , so 0 = a0. Similarly one shows 0 = Oa.

2. (—a)b+ab=(—a+a)b=0b=0,s0 (—a)b = — (ab). Similarly a(—b) = —ab.

3. (—a)(=b) = — (a(—b)) = —(—(ab)) = ab, where in the last equality we have
used the inverting an element in a group twice gives the element back.

4. This last item is simple since,

alb—c)i=ab+(-c)) =ab+a(—c) =ab+ (—ac) = ab — ac.
Similarly one shows that (b — ¢) a = ba — ca.

]

In proofs above the reader should not be fooled into thinking these things

are obvious. The elements involved are not necessarily familiar things like real
numbers. For example, in Ms(R) item 2 states, (—1)A = —(IA) = —A, i.e.

A e

The following example should help to illustrate the significance of Lemma [3.1]

Ezample 3.2. Consider R = (2) = {0,2,4,6,8} C Zyp. From Example we
know that 1z = 6 which you can check directly as well. So —1p = —6mod 10 =
4. Taking a = 2 let us write out the meaning of the identity, (—1g) - a = —q;

(-1gp)-a=4-2=8= —a.
Let us also work out (—2) (—4) and compare this with 2 -4 = §;
(—2) (—4) =8 - 6 = 48 mod 10 = 8.
Lastly consider,

4-(8—2)=4-6=24mod 10 = 4 while
4.8—4.2=2-8=—6mod10 = 4.

3.2 The R [S] subrings I

Here we will construct some more examples of rings which are closely related
to polynomial rings. In these examples, we will be given a commutative ring R
(usually commutative) and a set S equipped with some sort of multiplication,
we then are going to define R [S] to be the collection of linear combinations of
elements from the set, USL RS™. Here RS™ consists of formal symbols of the
form rsy...s, with r € R and s; € S. The next proposition gives a typical
example of what we have in mind.
A typical case will be where S = {s1,...,5,} is a finite set then

Proposition 3.3. If R C R is a sub-ring of a commutative ring R and S =
{s1,...,8n} C R. Let

R[S]=Rls1,...,8n] = {Zaksk:ak € R with a, =0 a.a.},
k

where k = (k1,...k,) € N" and sk = s’fl ... sk with aps® == ag € R. Then
R[s1,...,8n] is a sub-ring of R.
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Proof. If f =", axs® and g = Y, bis”, then

frg=> (ax+bp)s" € R[S,

k
—g= Z —bs® € R[S], and
k
Fo=Ymt Y
k 1
= Zakbgsksl = Zakblsk"’l
k,l k,l

:Z( > akbl> s" € R[S].

n k+l=n

Ezample 3.4 (Gaussian Integers). Let i = /=1 € C. Then Z[i] =
{z +yi:x,y€Z}. To see this notice that i = —1 € Z, and therefore

Z ax (i)" =
k=0

NE

{041 ()" + ausr )"+ ange () + anys (i)4l+3}

~
Il
o

M

[ags + Qaiq10 — aqr42 — Gar437)

1=0
o0 o0
= Z lay — axi2] + (Z (a1 — a4l+3]> i
=0 =0
=x+ Yy
where
oo oo
2= lag — auso] and y = [au1 — auys].
1=0 =0

Ezxample 3.5. Working as in the last example we see that
Z [\/5} = {a—&—b\/i:a,beZ}
is a sub-ring of R.
Ezample 3.6 (Gaussian Integers mod m). For any m > 2, let
I i) ={z +yi:x,y € Ly}

with the obvious addition rule and multiplication given by
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(x4 yi) (u+ vi) = ux — vy + (uy + vx) @ in Zy,.
The next proposition shows that this is a commutative ring with identity, 1.
Proposition 3.7. Let R be a commutative ring with identity and let
R[i]:={a+bi:a,bc R}~ {(a,b): a,b € R} = R*.
Define addition and multiplication of R[i] as one expects by,
(a+bi)+ (c+di)=(a+c)+ (b+d)i

and

(a4 bi) - (c+ di) = (ac — bd) + (be + ad) i.
Then (R[i] ,+,-) is a commutative ring with identity.

Proof. This can be checked by brute force. Rather than use brute force lets

give a proof modeled on Example i.e. we will observe that we may identify
R [i] with a unital subring of M5 (R). To do this we take,

10

01

i= {(1)_01} € M, (R) and1;:1=[

:| € M, (R) .
Thus we take,

a+ib<—>a[—|—bi:[
b a

“_b} € M, (R).

Since

b a d c
_ {a—i—c—b—d}

(al +bi) + (el + di) = [“ —b} . [c —d}

b+d a+c
=(a+c)I+(b+d)i
and
(al +bi) (] + di) = [Z _ab} ch _cd]
_ [ac—bd—ad—bc]
ad+bc ac—bd
= (ac — bd) I + (bc+ ad)i

S::{[Z_ab] =aI+bi;a,beR}

is indeed a unital sub-ring of M (R). Moreover, the multiplication rules on S
and R [i] agree under the identification; a + ib «— al + bi. Therefore we may
conclude that (R[é],+,-) satisfies the properties of a ring. |

we see that

date/time: 24-Apr-2009/17:02



3.3 Appendix: R [S] rings 1I

You may skip this section on first reading.

Definition 3.8. Suppose that S is a set which is equipped with an associative
binary operation, -, which has a unique unit denoted by e. (We do not assume
that (S, -) has inverses. Also suppose that R is a ring, then we let R[S] consist
of the formal sums, ) .gass where {ast,cq C R is a sequence with finite
support, i.e. |[{s €S :as # 0} < co. We define two binary operations on R[S]

by,
Zass—i—sts ::Z(as—i—bs)s

ses ses ses

and

Zass-sts:Zass-tht

seS sES seS tes
= E asbist = E ( E asbt> Uu.
s,tes u€eS \st=u

So really we R[S] are those sequences a := {as} . g with finite support with the
operations,

(a+b),=as+0bs and (a-b), = Z ayby for all s € S.
Theorem 3.9. The set R[S] equipped with the two binary operations (+,-) is

a ring.

Proof. Because (R, +) is an abelian group it is easy to check that (R[S],+)
is an abelian group as well. Let us now check that - is associative on R[S]. To
this end, let a,b,c € R[S], then

la(bc)], = Z ay (be), = Z ay Z bacs

uv=s uv=s aff=v
= Z auban
uafB=s
while
[(ab)el, = > (ab)aca =D D aubes
af=s af=suv=a
= Z aybycg = Z aybacs = [a (be)],
uvf=s uaf=s
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as desired. Secondly,

[a-(b+0)], = Z ay (b+c), = Z ay (by + cv)

uv=s uv=s
= E Gy bv + E Ay Cy
uv=s uv=s

=la-b,+[a-c,=[a-b+a-c|,

from which it follows that a - (b+¢) = a-b+ a - c¢. Similarly one shows that
(b+c)-a=b-a+c-a.
Lastly if S has an identity, e, and e, := 1, € R, then

[a’ ! e]s = Z A€y = Qg
uv=s

from which it follows that e is the identity in R[S]. [

Ezample 3.10 (Polynomial rings). Let x be a formal symbol and let S :=
{xk k=0,1,2.. } with zFz! := 2F*+! being the binary operation of S. No-
tice that 2V is the identity in S under this multiplication rule. Then for any
ring R, we have

R[S] = {P(f) = Zpkxk :pr € Randn € N} .
k=0
The multiplication rule is given by
0o k
p(r)q(x) = Z ijQk;—j z*
k=0 \j=0

which is the usual formula for multiplication of polynomials. In this case it is
customary to write R [z] rather than R[S].

This example has natural generalization to multiple indeterminants as fol-
lows.

Ezample 8.11. Suppose that ¢ = (z1,...,24) are d indeterminants and k& =
(k1,...,kq) are multi-indices. Then we let

S = {xk =l ah ke Nd}
with multiplication law given by

’ ’
Ikxk = .IkJrk .
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Then

R[S] = {p(ﬂﬁ) = Zpkxk :pk € R with pp =0 a.a.} :
k

We again have the multiplication rule,

p@)q(@) =YD pia—j | 2"
ko \j<k
As in the previous example, it is customary to write R [z1,...,z4] for R[S].

In the next example we wee that the multiplication operation on S need not
be commutative.

Ezample 3.12 (Group Rings). In this example we take S = G where G is a
group which need not be commutative. Let R be a ring and set,

R[G):={a:G— R| |{g:€ G}:a(g) #0] < o0}.

We will identify a € R[G] with the formal sum,
a:=7 a(g)g.
geG

We define (a +b) (g9) :==a(g) +b(g) and

a-b= (Za(g)g) (Zb(k)k‘> = > a(g)b(k)gk

geG kEG g,k€G

Z(Zﬁ@WﬂhZ(ZMW@”ﬂh

heG \ gk=h heG \geG

So formally we define,

(a-b)(h):=> alg)b(g~'h) =D alhg)b(g™") =D a(hg™")b(g)

geG geG geG

=Y alg)b(k).

gk=h

We now claim that R is a ring which is non — commutative when G is non-
abelian.
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Let us check associativity and distributivity of -. To this end,

[(a-b)-c] ()= (a-b)(g)-c(k)

gk=h

=Y [Z a(u)~b(fu)] e (k)
gk=h Luv=g

= Y a(u)-b(v) c(k)
uvk=h

while on the other hand,

[a-(b- )] ()= a(w)-(b-¢)(y)

uy=h
=wa(2wwdﬁ
uy=h vk=y

|
S
—~
<
~
—
(=
—~
<
~
o
—~
<
~
~

For distributivity we find,

[(a+b)-cJ ()= (a+b)(9)-c(k) =D (alg)+b(g) c(k)

gk=h gk=h

= (alg)-c(k)+b(g)-c(k)
gk=h

=Y alg)-ck)+ > blg)-c(k)
gk=h gk=h

=la-c+b-c(h)

with a similar computation showing ¢- (a+b) =c-a+c-b.

macro: svmonob.cls
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Lecture 4

4.1 Units

Definition 4.1. Suppose R is a ring with identity. A unit of a ring is an
element a € R such that there exists an element b € R with ab = ba = 1. We
let U (R) C R denote the units of R.

Ezample 4.2. In M(R), the units in this ring are exactly the elements in
GL(2,R), i.c.

U (Ms (R)) = GL(2,R) = {A € My (R) : det A # 0} .

If you look back at last quarters notes you will see that we have already
proved the following theorem. I will repeat the proof here for completeness.

Theorem 4.3 (U (Z,,) = U (m)). For any m > 2,
U(Zp)=U(m)={ac{l,2,...,m—1}:gcd(a,m) =1}.

Proof. If a € U (Z,,), there there exists r € Z,, such that 1 = r - a =
ramodm. Equivalently put, m| (ra — 1), i.e. there exists t such that ra — 1 =
tm. Since 1 = ra — tm it follows that ged (a,m) =1, i.e. that a € U (m).

Conversely, if a € U (m) <= gcd (a,m) = 1 which we know implies there
exists s,t € Z such that sa + tm = 1. Taking this equation mod m and letting
b:=smodm € Z,,, we learn that b-a = 1 in Z,,, i.e. a € U (Zy,) . [

Ezample 4.4. In R, the units are exactly the elements in R* := R\ {0} that is
U (R) =R*.

Example 4.5. Let R be the non-commutative ring of linear maps from R> to
R where
R* = {(a1,a2,as3,...) : a; € R for all i},

which is a vector space over R. Further let A, B € R be defined by
Al(ay,a9,as,...) =(0,a1,az2,as,...) and
B(ay,a9,as,...) = (a2,as,aq,...).

Then BA = 1 where

1(a17a27a37...) = (CL17CL27CL37...)

while

AB(al,ag,ag,...) == (0,@2,@3,...) 7é 1((11,(12,(13,...).
This shows that even though BA = 1 it is not necessarily true that AB = 1.
Neither A nor B are units of R*.

4.2 (Zero) Divisors and Integral Domains

Definition 4.6 (Divisors). Let R be a ring. We say that for elements a,b € R
that a divides b if there exists an element ¢ such that ac = b.

Note that if R = Z then this is the usual notion of whether one integer
evenly divides another, e.g., 2 divides 6 and 2 doesn’t divide 5.

Definition 4.7 (Zero divisors). A nonzero element a € R is called a zero
divisor if there exists another nonzero element b € R such that ab = 0, i.e. a
divides 0 in a nontrivial way. (The trivial way for a|0 is; 0 = a-0 as this always

holds.)

Definition 4.8 (Integral domain). A commutative ring R with no zero di-
visors is called an integral domain (or just a domain). Alternatively put,
R should satisfy, ab # 0 for all a,b € R with a # 0 # b.

Ezxample 4.9. The most familiar rings to you, Z, Q, R, and C have no zero-
divisors and hence are integral domains.. In these number systems, it is a fa-
miliar fact that ab = 0 implies either @ = 0 or b = 0. Another integral domain
is the polynomial ring R[z], see Proposition below.

Ezxample 4.10. The ring, Zg, is not an integral domain. For example, 2-3 = 0
with 2 # 0 # 3, so both 2 and 3 are zero divisors.

Lemma 4.11. The ring Z,, is an integral domain iff m is prime.

Proof. If m is prime we know that U (Z,,,) = U (m) = Zy, \ {0} . Therefore
ifa,b € Z,, with a #0 and ab= 0 then b=a"'ab=a"'0=0.

If m =a-bwith a,b € Z, \ {0}, then ab = 0 while both a and b are not
equal to zero in Z,,. [
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Proposition 4.12. If R is an integral domain, then so is R[x]. Conversely if
R is not an integral domain then neither is R [x].

Proof. If f,g € R|[z] are two non-zero polynomials. Then f = a,z"+ l.o.ts.
(lower order terms) and g = b, ™+ lLo.ts. with a,, # 0 # b,, and therefore,

fg = apbymx™™™ + lo.ts. # 0 since a,b,, # 0.
The proof of the second assertion is left to the reader. [

Ezample 4.13. All of the following rings are integral domains; Z [z] , Q [z], R [z],
and C [z]. We also know that Z,, [z] is an integral domain iff m is prime.

Example 4.14. If R is the direct product of at least 2 rings, then R has zero
divisors. For example if R = Z @& Z, then (0, b)(a,0) = (0,0) for all a,b € Z.

Example 4.15. If R is an integral domain, then any unital subring S C R is also
an integral domain. In particular, for any € C, then Z [0], Q[f], and R[] are
all integral domains.

Remark 4.16. It is not true that if R is not an integral domain then every sub-
ring, S C R is also not an integral domain. For an example, take R := Z & Z
and S := {(a,a):a € Z} C R. (In the language of Section below, S =
{n-(1,1) : n € Z} which is the sub-ring generated by 1 = (1,1). Similar to
this counter example, commutative ring with identity which is not an integral
domain but has characteristic being either 0 or prime would give a counter
example.)

Domains behave more nicely than arbitrary rings and for a lot of the quarter
we will concentrate exclusively on domains. But in a lot of ring theory it is very
important to consider rings that are not necessarily domains like matrix rings.

Theorem 4.17 (Cancellation). If R is an integral domain and ab = ac with
a # 0, then b = c. Conversely if R is a commutative ring with identity satisfying
this cancellation property then R has no zero divisors and hence is an integral
domain.

Proof. If ab = ac, then a(b — ¢) = 0. Hence if a # 0 and R is an integral
domain, then b —c =0, i.e. b=c.

Conversely, if R satisfies cancellation and ab = 0. If a@ # 0, then ab =a -0
and so by cancellation, b = 0. This shows that R has no zero divisors. ]

Ezample 4.18. The ring, M5(R) contains many zero divisors. For example

0a] [0b] _[00
00| |00 |00O]|"
So in Ms (R) we can not conclude that B = 0 if AB = 0 with A # 0, i.e.

cancellation does not hold.
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4.3 Fields

If we add one more restriction to a domain we get a familiar class of objects
called fields.

Definition 4.19 (Fields). A ring R is a field if R is a commutative ring with
identity and U(R) = R\ {0}, that is, every non-zero element of R is a unit, in
other words has a multiplicative inverse.

Lemma 4.20 (Fields are domains). If R is a field then R is an integral
domain.

Proof. If R is a field and 2y = 0 in R for some z,y with z # 0, then
0=z 0=atay=y.
]

Example 4.21. Z is an integral domain that is not a field. For example 2 # 0
has no multiplicative inverse. The inverse to 2 should be % which exists in Q
but not in Z. On the other hand, Q and R are fields as the non-zero elements

have inverses back in Q and R respectively.

Ezxample 4.22. We have already seen that Z,, is a field iff m is prime. This
follows directly form the fact that U (Z,,) = U (m) and U (m) = Z,, \ {0} iff m
is prime. Recall that we also seen that Z,, is an integral domain iff m is prime
so it follows Z,, is a field iff it is an integral domain iff m is prime. When p is
prime, we will often denote Z, by F, to indicate that we are viewing Z, is a
field.
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In fact, there is another way we could have seen that 7Z, is a field, using the
following useful lemma.

Lemma 5.1. If R be an integral domain with finitely many elements, then R
is a field.

Proof. Let a € R with a # 0. We need to find a multiplicative inverse for
a. Consider a,a?,a?,.... Since R is finite, the elements on this list are not all
distinct. Suppose then that a® = @’ for some i > j > 1. Then a/a’~7 = a7 - 1.
By cancellation, since R is a domain, a’~7 = 1. Then a7~ is the inverse for

a. Note that =71 € R makes sense because i —7—12>0. ]
For general rings, a™ only makes sense for n > 1. If 1 € R and a € U (R),
we may define ¢ = 1 and a™" = (a_l)n for n € Z,. As for groups we then

have a™a™ = a™™™ for all m,n € Z. makes sense for all n € Z, but in generally
negative powers don’t always make sense in a ring. Here is another very inter-
esting example of a field, different from the other examples we’ve written down
so far.

Example 5.2. Lets check that C is 2 field. Given 0 # a4+ bi € C, a,b € R,
1 =+/—1, we need to find (a + zb) € C. Working formally; we expect,

(a—i—ib)*l— 1 1 a—-bia—-b
a+bi a+bia—bia?+ b2
a

= — € C,
212 a2

which makes sense if N (a +ib) := a® +b? # 0, i.e. a +ib # 0. A simple direct
check show that this formula indeed gives an inverse to a + ib;

. a b .
(a+ib) a2+b2_a2—|—bZZ
1 . . 2 2
:m(a+lb)(a_lb):m<a +b):1
So if a 4+ ib # 0 we have shown
a b

N—1 .
(a + bi) _a2—|—b2_a2+b2z'

Ezample 5.3.1 claim that R := Zs[i] = Zs + iZs is a field where we use the
multiplication rule,

(a +b) (¢ + id) = (ac — bd) + i (bc + ad) .

The main point to showing this is a field beyond showing R is a ring (see
Proposition is to show (a + ib)f1 exists in R whenever a+ib # 0. Working
formally for the moment we should have,

1 a-—ib
a+ib a2 +0b?’
This suggest that
(a+ib) ™" = (a>+ %) (a—ib).

In order for the latter expression to make sense we need to know that a+b2 # 0
in Zs if (a,b) # 0 which we can check by brute force;

a 0/0[0(1(1{1{2|2|2
b 0(1{2|0({1{2(0|1|2
N{a+ D) '
=a% +b?

o

1{1|1]2|2{1|2|2

Alternatively we may show Zj [i] is an integral domain and then use Lemma
Bl Notice that

(a+ib) (c+id) =0 = (a—1ib) (a+1ib) (c+1id) =0 ie.
(a® 4+ b%) (c+id) = 0.

So using the chart above, we see that a? + b = 0 iff a + ib = 0 and therefore,
if a + b # 0 then ¢ +id = 0.
5.1 Characteristic of a Ring

Notation 5.4 Suppose that a € R where R is a ring. Then for n € Z we define
n-a€ R by, 0z-a=0g and
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n times

,—/ﬁ .
at+---+a if n>1
n-a= [n| times

— .
—(a+---4+a)=]n|-(—a) ifn< -1
So3-a=a+a+a while —2-a=—a—a.

Lemma 5.5. Suppose that R is a ring and a,b € R. Then for all m,n € Z we
have

(m-a)b=m- (ab), (5.1)
a(m-b)=m- (ab).

We also have
—(m-a)=(—m)-a=m-(—a) and (5.3)
m-(n-a)=mn-a. 5.4)
Proof. If m = 0 both sides of Eq. (5.1 are zero. If m € Z,, then using the
distributive associativity laws repeatedly gives;

m times

(m-a)b=(a+---+a)b

m times

—
=(ab+---+ab)=m- (ab).
If m < 0, then
(m-a)b=(Im|-(=a))b=|m|-((—a)b) = |m| - (—ab) = m - (ab)

which completes the proof of Eq. (5.1). The proof of Eq. (5.2]) is similar and
will be omitted.
If m =0 Eq. (5.3)) holds. If m > 1, then

m times m times

~mea)=—{at -+ a) =(Ca)+-+ (—a) =m-(a) = (-m) -

If m < 0, then

and

—(m-a)=—(Im[-(=a)) = (Im| - (= (=a))) = |m[ - a = (=m) - a.
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which proves Eq. (5.3).
Letting x := sgn(m)sgn(n)a, we have

|m/| times

me(n-a) = |m| - (jn] ) = (nl -2+ -+l - 2)

|m/| times

|n| times |n| times

—_—~ —_—~
:(I+...+I’)+...+(z+...+x)

= (lm|n]) -z =mn-a.

]
Corollary 5.6. If R is a 1ing, a,b € R, and m,n € Z, then
(m-a)(n-b) =mn-ab. (5.5)
Proof. Using Lemma [5.5| gives;
(m-a)(n-b)=m-(a(n-b))=m-(n-(ab)) = mn - ab.
|

Corollary 5.7. Suppose that R is a ring and a € R. Then for all m,n € Z,

(m-a)(n-a) =mn-a’.

In particular if a =1 € R we have,
(m-1)(n-1)=mn-1.

Unlike the book, we will only bother to define the characteristic for rings
which have an identity, 1 € R.

Definition 5.8 (Characteristic of a ring). Let R be a ring with 1 € R. The
characteristic, chr (R), of R is is the order of the element 1 in the additive
group (R,+). Thus n is the smallest number in Z such that n-1 = 0. If no
such n € Z4 exists, we say that characteristic of R is 0 by convention and write
chr (R) = 0.

Lemma 5.9. If R is a ring with identity and chr (R) =n > 1, thenn-x =0
for all x € R.

Proof. Forany z € R,n-z=n-(lz) =(n-1)x =0z =0. |
Lemma 5.10. Let R be a domain. If n = chr(R) > 1, then n is a prime

number.
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Proof. If n is not prime, say n = pg with 1 <p <n and 1 < ¢ < n, then
(p-1r)(¢-1r) =pq- (1rlr) =pg-lp=n-1r = 0.

Asp-1g #0 and g - 1 # 0 and we may conclude that both p-1g and ¢ - 1
are zero divisors contradicting the assumption that R is an integral domain. m

Ezample 5.11. The rings Q, R, C, Q [\/E} =Q+QVd, Z[z], Q[z], R[z], and
Z [z] all have characteristic 0.
For each m € Z, Z,, and Z,, [x] are rings with characteristic m.

Ezample 5.12. For each prime, p, F), := Z,, is a field with characteristic p. We
also know that Zs [i] is a field with characteristic 3. Later, we will see other
examples of fields of characteristic p.
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6.1 Square root field extensions of QQ

Recall that v/2 is irrational. Indeed suppose that V2= m/n € Q and, with out
loss of generality, assume that ged (m,n) = 1. Then m? = 2n? from which it
follows that 2|m? and so 2|m by Euclid’s lemma. However, it now follows that
2212n2 and so 2|n? which again by Euclid’s lemma implies 2|n. However, we
assumed that m and n were relatively prime and so we have a contradiction
and hence v/2 is indeed irrational. As a consequence of this fact, we know that
{1, \/i} are linearly independent over Q, i.e. if @ + by/2 = 0 then a = 0 = b.

Ezample 6.1. In this example we will show,
R:@[\/ﬂ:{a—kb\@:a,be(@} (6.1)

is a field. Using similar techniques to those in Example we see that Q [\/5]
may be described as in Eq. and hence is a subring of Q by Proposition
Alternatively one may check directly that the right side of Eq. is a
subring of Q since;

a+bvV2—(c+dvV2)=(a—c)+(b—d)V2€eR
and

(a+bV2)(c+ dV2) = ac+ bev'2 + adV2 + bd(2)
= (ac 4 2bd) + (bc + ad)V2 € R.

So by either means we see that R is a ring and in fact an integral domain by
Example It does not have finitely many elements so we can’t use Lemma

to show it is a field. However, we can find (a + b\/?)_1 directly as follows.
If ¢ = (a+bv2) ', then
1= (a+bV2)¢

and therefore,
a—bvV2=(a—bvV2)(a+bvV2)¢ = (a® —20%) ¢

which implies,

a —b
§:a272b2+a272b2\/§6(@[\/ﬂ'

Moreover, it is easy to check this & works provided a? —2b2 # 0. But if a2 —20% =
0 with b # 0, then v/2 = |a| / |b| showing v/2 is irrational which we know to be
false — see Proposition below for details. Therefore, Q [\/ﬂ is a field.

Observe that Q € R := Q [\/?] C R. Why is this? One reason is that

R:=Q [\/ﬂ is countable and R is uncountable. Or it is not hard to show that
an irrational number selected more or less at random is not in R. For example,

you could show that v/3 ¢ R. Indeed if /3 = a 4 by/2 for some a,b € Q then
3 =a® + 2abV/2 + 2b?

and hence 2abv/2 = 3 — a® — 2b. Since /2 is irrational, this can only happen
if either a = 0 or b = 0. If b = 0 we will have v/3 € Q which is false and if
a = 0 we will have 3 = 2b%. Writing b = %, this with ged (k,1) = 1, we find
31 = 2k? and therefore 2|l by Gauss’ lemma. Hence 22|2k? which implies 2|k
and therefore ged (k,1) > 2 > 1 which is a contradiction. Hence it follows that
\/gaéa—i—b\/?for any a,b € Q.

The following proposition is a natural extension of Example

Proposition 6.2. For alld € Z\ {0}, F :=Q [\/&} is a field. (As we will see

in the proof, we need only consider those d which are “square prime” free.

Proof. As FF .= Q [\/&} —Q+QVdisa subring of R which is an integral

domain, we know that F' is again an integral domain. Let d = Eplfl o.phn
with ¢ € {1}, p1,...,pn being distinct primes, and k; > 1. Further let § =
EHi:ki is odq Pi» then Vd = m+/§ for some integer m and therefore it easily
follows that FF = Q {\/ﬂ . So let us now write § = ep;y ...px with e € {£1},

P1,...,Pr being distinct primes so that § is square prime free.
Working as above we look for the inverse to a + bv/d when (a,b) # 0. Thus
we will look for u,v € Q such that

1= (a+b\/3) (u+v\/5).

Multiplying this equation through by a — bv/d shows,



28 6 Lecture 6
a—bVs= (a® — b%6) (u + v\/g)

so that

a b
ut oV = e — Vo, (6.2)

Thus we may define,

-1 a b
(a+08) = s~ sV
provided a? — 52§ # 0 when (a, b) # (0,0).

Case 1. If § < 0 then a® — % = a® + |§|b?> =0 iff a = 0 = b.

Case 2. If § > 2 and suppose that a,b € Q with a®> = b25. For sake of
contradiction suppose that b # 0. By multiplying a> = b?§ though by the
denominators of a? and b? we learn there are integers, m,n € Z, such that
m? = n?6. By replacing m and n by gcd(”:n,n) and gcd(?n,n)’ we may assume that
m and n are relatively prime.

We now have p1| (n?§) implies p;|m? which by Euclid’s lemma implies that
p1|m. Thus we learn that p?/m? = n?py,...,pr and therefore that p;|n?. An-
other application of Euclid’s lemma shows p;|n. Thus we have shown that p; is
a divisor of both m and n contradicting the fact that m and n were relatively
prime. Thus we must conclude that b = 0 = a. Therefore a? — b2>§ = 0 only if
a=0=0. ]

Later on we will show the following;

Fact 6.3 Suppose that 6 € C is the root of some polynomial in Q[z], then Q [6)
is a sub-field of C.

Recall that we already know Q[6] is an integral domain. To prove that Q [6]
is a field we will have to show that for every nonzero z € Q [] that the inverse,
271 € C, is actually back in Q6] .

6.2 Homomorphisms

Definition 6.4. Let R and S be rings. A function ¢ : R — S is a homomor-
phism if

@(rire) = @(r1)e(rs) and
o(ry +r2) = @(r1) + o(r2)

for allry,r9 € R. That is, ¢ preserves addition and multiplication. If we further
assume that ¢ is an invertible map (i.e. one to one and onto), then we say
p: R— S is an tsomorphism and that R and S are isomorphic.
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Ezample 6.5 (Conjugation isomorphism). Let ¢ : C — C be defined by ¢ (z) =
Z where for z = x + iy, Z := x — iy is the complex conjugate of z. Then it is
routine to check that ¢ is a ring isomorphism. Notice that z = Z iff z € R. There
is analogous conjugation isomorphism on Q[i], Z[i], and Z,, [i] (for m € Z.)
with similar properties.

Here is another example in the same spirit of the last example.

Ezample 6.6 (Another conjugation isomorphism). Let ¢ : Q [\/5] —-Q [\/ﬂ be
defined by

ga(a+bﬂ) =a—bV2 for all a,b € Q.
Then ¢ is a ring isomorphism. Again this is routine to check. For example,
<p(a+b\/§>g0<u+v\/§> (a—bﬁ) (u—v\/ﬁ)
au + 2bv — (av + bu) V2

while

%) ((a—&—b\/i) (u—l—v\/i)) = (au—|—2bv—|— (av + bu) \/5)
= au + 2bv — (av + bu) V2.

Notice that for £ € Q [\/ﬂ ,p(&)=¢iff € € Q.

Ezample 6.7. The only ring homomorphisms, ¢ : Z — Z are ¢ (a) = a and
p(a) = 0 for all a € Z. Indeed, if ¢ : Z — Z is a ring homomorphism and
t:= (1), then > = ¢ (1) (1) = ¢(1-1) = ¢ (1) = t. The only solutions to
t?=tin Z aret = 0 and ¢t = 1. In the first case ¢ = 0 and in the second ¢ = id.

date/time: 24-Apr-2009/17:02
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Lecture 7

Example 7.1. Suppose that g € M, (R) is a unit, ie. g—*

M5 (R) — M; (R) defined by,

exists. Then ¢ :

¢ (A) :=gAg™" for all A € M, (R),
is a ring isomorphism. For example,

¢ (A) ¢ (B) = (9Ag™") (9Bg™") = gAg~'gBg~' = gABg™"' = ¢ (AB).
Observe that =1 (A) = g~ 1Ag and o (I) = I.

Proposition 7.2 (Homomorphisms from Z). Suppose that R is a ring and
a € R is an element such that a®> = a. Then there exists a unique ring ho-
momorphism, ¢ : Z — R such that ¢ (1) = a. Moreover, ¢ (k) =k - a for all
ke Z.

Proof. Recall from last quarter that, ¢ (n) :=n-a for all n € Z is a group
homomorphism. This is also a ring homomorphism since,

¢ (m) o (n) = (m-a) (n-a) =mn-a? =mn-a=(mn),

wherein we have used Corollary for the second equality. ]

Corollary 7.3. Suppose that R is a ring with 1 € R. Then there is a unique
homomorphism, ¢ : Z — R such that ¢ (1z) = 1g.

Proposition 7.4. Suppose that ¢ : R — S is a ring homomorphism. Then;

¢ (0) =0,

. (=r)=—p(r) forallrT € R,

- p(r1 —r2) = @(r1) — @(rz) for allri,ry € R.

.If1gr € R and ¢ is surjective, then ¢ (1g) is an identity in S.

If ¢ : R — S is an isomorphism of rings, then ¢ =1 : S — R is also a
isomorphism.

Gr s Lo~

Proof. Noting that ¢ : (R, +) — (5, +) is a group homomorphism, it follows
that items 1. — 3. were covered last quarter when we studied groups. The proof
of item 5. is similar to the analogous statements for groups and hence will be
omitted. So let me prove item 4. here.

To each s € S, there exists a € R such that ¢ (a) = s. Therefore,

v(Ir)s=¢(1r)p(a) =p(lga) = p(a) =s
and

sp(1r) = ¢ (a) ¢ (1r) = ¢ (alr) = ¢ (a) = s.

Since these equations hold for all s € S| it follows that ¢ (1g) is an (the) identity
in S. ]

Definition 7.5. As usual, if p : R — S is a ring homomorphism we let
ker (p):={re R:p(r) =0} = ' ({0s}) C R.

Lemma 7.6. If o : R — S is a ring homomorphism, then ker () is an ideal of
R.

Proof. We know from last quarter that ker (¢) is a subgroup of (R, +). If
r € R and n € ker (¢) , then

which shows that rn and nr € ker (@) for all € R and n € ker (). ]

Ezxample 7.7. Let us find all of the ring homomorphisms, ¢ : Z — Z;( and their
kernels. To do this let ¢ := ¢ (1). Then t? = o (1) o (1) = @ (1-1) = ¢ (1) = t.
The only solutions to 2 =tin Zjg aret =0,t=1,t =15 and t = 6.

1. If t = 0, then ¢ = 0 and ker (p) = Z.

2.1f t = 1, then ¢ (z) = xmod 10 and ker p = (10) = (0) = {0} C Z.

3.1f t = 5, then ¢ (z) = bzmod10 and x € kery iff 10[5z iff 2|z so that
ker () = (2) ={0,2,4,8}.

4. If t = 6, then ¢ (z) = 6azmod10 and x € ker¢ iff 10|6x iff 5|z so that
ker (¢) = (5) ={0,5} C Z.

Proposition 7.8. Suppose n € Z,, R is a ring, and a € R is an element such
that a®> = a and n-a = 0. Then there is a unique homomorphism, ¢ : Z, — R
such that ¢ (1) = a and in fact ¢ (k) =k - a for all k € Z,.
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Proof. This has a similar proof to the proof of Proposition [

Corollary 7.9. Suppose that R is a ring, 1gr € R, and chr (R) =n € Z,. Then
there is a unique homomorphism, ¢ : Z, — R such that ¢ (1z,) = 1r which is
given by ¢ (m) =m - 1g for all m € Z,,. Moreover, ker (¢) = (0) = {0}.

Ezxample 7.10. Suppose that ¢ : Z1y — Z1¢ is a ring homomorphism and t :=
©(1). Then 2 = ¢ (1)* = ¢ (1) = t, and therefore > = t. Moreover we must
have 0 = ¢ (0) = ¢ (10-1) = 10 - ¢t which is not restriction on ¢t. As we have
seen the only solutions to t? =t in Zjg aret =0,t=1,t =5 and ¢t = 6. Thus
 must be one of the following; ¢ =0, ¢ = id, p (z) = 5z, or ¢ (z) = 6z for all
x € Zy9. The only ring isomorphism is the identity in this case. If ¢ (x) = bz

Example 7.11. Suppose that ¢ : Z19 — Z¢ is a ring homomorphism and let
t := ¢ (1). Then as before, t> = t and this forces t = 0,1,5, or 6. In this case
we must also require 12-¢ = 0, i.e. 10/12-¢, i.e. 5|t. Therefore we may now only
take t =0ort =25, ie.

¢ (x) =0 for all z € Z;5 or
¢ () = bzrmod 10 for all x € Z

are the only such homomorphisms.

Theorem 7.12 (Not covered in class). If ¢ : R — R is a ring homomor-
phism, then ¢ is either the zero or the identity homomorphism.

Proof. If t = ¢ (1), then as above, t? = t, i.e. t(t —1) = 0. Since R is a
field this implies that ¢t =0 or t = 1. If ¢ = 0, then for all a € R,

pla)=pa-1)=p(a)p(1)=¢(a)-0=0,
i.e. ¢ is the zero homomorphism. So we may now assume that ¢t = 1.
Ift=1,
pm) =) =n-g()=n-1=n

for all n € Z. Therefore for n € N\ {0} and m € Z,

m m m

m =@ (m) :</>(n~ f) :so(n)so(f) :mp(f)

n n n
from which it follows that ¢ (m/n) = m/n. Thus we now know that ¢|q is the
identity.

Since ker (¢) # R, we must have ker (¢) = {0} so that ¢ is injective. In
particular ¢ (b) # 0 for all b # 0. Moreover if a > 0 in R and b := \/a, then

¢ (a) = (0?) = [p(B)] > 0.

Page: 30 job: 103B

macro: svmonob.cls

So if y,x € R with y > z, then ¢ (y) — ¢ (z) = p(y —x) > 0, i.e. ¢ is order
preserving.

Finally, let a € R and choose rational numbers x,,,y, € Q such that z,, <
a <y, with z,, T a and y,, | @ as n — oo. Then

ZTn =@ (Tn) < @(a) < ¢ (yn) = yp for all n.

Letting n — oo in this last equation then shows, a < ¢ (a) < a, i.e. ¢ (a) = a.
Since a € R was arbitrary, we may conclude that ¢ is the identity map on R. m

date/time: 24-Apr-2009/17:02
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Lecture 8

Remark 8.1 (Comments on ideals). Let me make two comments on ideals in a
commutative ring, R.

1. To check that a non-empty subset, S C R, is an ideal, we should show
(S,+) is a subgroup of R and that RS C S. Since R is commutative, you
do not have to also show SR C S. This is because RS = SR in when R is
commutative.

2. If a € R, the principle ideal generated by a is defined by;

(a) == Ra={ra:r € R}.

It is easy to check that this is indeed an ideal. So for example if R = R [z]
then (z) = R [z] -z which is the same as the polynomials without a constant
term, i.e. p (z) = a1x + asx? + - - - + a,z". The coefficient ag = 0. Similarly,
(z? + 1) =R[z] (#® + 1) is the collection of all polynomials which contain
(2% 4 1) as a factor.

Recall from last time:

1. If a € R satisfies a®> = a, then ¢ (k) := k - a is a ring homomorphism from
Z — R.

2. If we further assume that n-a = 0 for some n € Z, then ¢ (k) := k- a also
defines a ring homomorphism from Z,, — R.

Ezample 8.2. For any m > 1, ¢ : Z — Z,, given by ¢ (a) = a -1z, = amodm
is a ring homomorphism. This also follows directly from the properties of the
(-) mod m — function. In this case ker (¢) = (m) = Zm.

Example 8.3. If n € Z4 and m = kn with k € Z,, then there is a unique ring
homomorphisms, ¢ : Z,, — Zj, such that ¢ (1,,) = 1,,. To be more explicit,

vla)=p(a-1p)=a-p(ly)=a-1, = (amodn) -1, = amodn.
Ezxample 8.4. In Zyo, the equation, a®> = a has a solutions ¢ = 5 and a = 6.
Notice that |5] = 2 and |6] = |ged (10,6)| = |2| = 5. Thus we know that for any
k > 1 there are ring homomorphisms, ¢ : Zsx — Zi19 and ¢ : Zgy, — Zi10 such
that

¢ (155) = 6 and ¢ (12%) = 5.

As before, one shows that
w(m)=m-6=(6m)mod10 and ¢ (m) =m -5 = (5m) mod 10.

Ezample 8.5 (Divisibility tests). Let n = agag—_1...a0 be written in decimal
form, so that

k
n=> a0 (8.1)
1=0

Applying the ring homomorphism, mod 3 and mod 9 to this equation shows,

k
nmod3 = Zai mod 3 - (10 mod 3)°
i=0

k
= <Z ai) mod 3
i=0

and similarly,

=0 =0

k k
nmod9 = Zai mod 9 - (10mod 9)" = (Z ai> mod 9.

Thus we learn that mmod3 = 0 iff (Zf:oaz) mod3 = 0 ie. 3|n iff
3| (Zf:o ai) . Similarly, since 10mod9 = 1, the same methods show 9|n iff
9] (Zf:o ai) . (See the homework problems for more divisibility tests along
these lines. Also consider what this test gives if you apply mod 2 to Eq. (8.1)).)

Theorem 8.6. Let R be a commutative ring with 1 € R. To each a € R with
a? +1 = 0, there is a unique ring homomorphism ¢ : Z[i] — R such that
v(1)=1 and ¢ (i) = a.

Proof. Since Z [i] is generated by i, we see that ¢ is completely determined
by a := ¢ (i) € R. Now we can not choose a arbitrarily since we must have

a® = (i)’ = ¢ (i’) = p(-1) = —1g,



ie a?2+1=0.
Conversely given a € R such that a? + 1 = 0, we should define
p(x+iy) =zl +ya for all x,y € Z,

where ya = a+ a+ --- 4+ a — y times. The main point in checking that ¢ is a
homomorphism is to show it preserves the multiplication operation of the rings.
To check this, let x,y,u,v € Z and consider;
o (@ +iy) (u+iv)) = ¢ (2w —yo+i (@0 + yu) = (@u— yo) 1g + (20 + yu) a.
On the other hand
¢ @+ iy) @ (u+ iv) = (@15 + ya) (ul g + va)

= (zlgr + ya) (ulg + va)

= zulg + yva® + yua + zva

= (zu—yv)lg + (yu+2v)a

= ((x +1y) (u+iv)).

Thus we have shown ¢ (én) = ¢ (&) ¢ (n) for all {,n € Z][i]. The fact that
©(E+n) =@ (&) +¢(n)is easy to check and is left to the reader. [

Remark 8.7. This could be generalized by supposing that a,b € R with b2 = b
and a? + b = 0. Then we would have ¢ (z +yi) = = - b+ y - a would be the
desired homomorphism. Indeed, let us observe that
¢ (@ + iy) ¢ (u+ iv) = (b + ya) (ub + va)
= (b + ya) (ub+ va)
= zub® + yva® + yua + zva
= (zu —yv) b+ (yu + av)a
= ((z+iy) (u+w)).
Ezample 8.8. Let ¢ : Z[i] — Zs]i] be the unique homomorphism such that
p(l)=1and ¢ (i) =1, ie.
p(a+ib)=a-14+b-i=amod3+ (bmod3)i € Zs [i] .
Notice that
ker (p) ={a+bi:a,be (3) CZ} =(3)+ (3)i.
Here is a more interesting example.

Example 8.9. In Z1y we observe that 32 = 9 = —1 and also 7 = —3 has this
property, namely 72 = (—3)2 = 32 = 9 = —1. Therefore there exists a unique
homomorphism, ¢ : Z[i] — Z1o such that ¢ (1) =1 and ¢ (i) = 7 = —3. The
explicit formula is easy to deduce,

pla+b)=a-1+b-7=(a—3b)mod10.
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Lecture 9

Lemma 9.1. If p: R — S is a ring homomorphism, then ker () is an ideal of
R.

Proof. We know from last quarter that ker (¢) is a subgroup of (R, +). If
r € R and n € ker (), then

p(rn) =@ (r)¢(n) = ¢(r)0=0and
 (nr) = (n)p (r) =0p(r) =0,
which shows that rn and nr € ker (¢) for all € R and n € ker (p). ]

Ezample 9.2.1f ¢ : Z — Z,, is the ring homomorphism defined by ¢ (a) :=
amodm, then

kerpo ={a € Z: amodm = 0} =Zm = (m) .

We will see many more examples of Lemma below.

9.1 Factor Rings

Definition 9.3. Let R be a ring, I C R an ideal. The factor ring R/I is defined
to be
R/I:={r+1:r€R}

with operations

(a+I)+(b+1I):=(a+b)+1 and
(a+I)(b+1):= (ab) + I.

We may also write [a] for a + I in which cases the above equations become,
[a] + [b] :=[a+b] and [a][b] := [ab].

Theorem 9.4. A factor ring really is a ring.

Proof. The elements of R/I are the left cosets of I in the group (R, +).
There is nothing new here. R/I is itself a group with the operation + defined
by (a+I)+ (b+ 1) = (a +b) + I. This follows from last quarter as I C R is
a normal subgroup of (R, +) since (R,+) is abelian. So we only need really to
check that the definition of product makes sense.

Problem: we are multiplying coset representatives. We have to check that
the resulting coset is independent of the choice of representatives. Thus we
need to show; if a,b,a’,b’ € R with

a+I=a +Tandb+1=0b 41,
then ab + I = a'b’ + I. By definition of cosets, we have i := a — a’ € I and
j:=b-1"V" € I. Therefore,
ab=(a'+i) (V' +j)=dV +i' +d'j+ijedbd +1

since b’ +a’j +1ij € I because I is an ideal. So indeed, ab+ I = a’b' + I and we
have a well defined product on R/I. Checking that product is associative and
the distributive laws is easy and will be omitted. ]

Ezample 9.5. Suppose that [ = (4) = Z -4 C Z. In this case, if a € Z then
a —amod4 € I and therefore,

[a] =a+I=amod4+ I = [amod4].

Moreover if 0 < a,b < 3 witha+ 1 =b+ 1 thena—b¢€ I, ie a—>bisa
multiple of 4. Since |a — b|] < 4, this is only possible if a = b. Thus if we let
§={0,1,2,3}, then
Z/{4)={[ml=m+{4):meS}=I[S].
Moreover, we have
[a] [b] = [ab] = [(ab) mod 4]
and
[a] + [b] = [a +b] = [(a + b) mod 4] .
Thus the induced ring structure on S is precisely that of Z, and so we may
conclude;
Zys>a—al=a+(4) € Z/{4)

is a ring isomorphism.
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Lecture 10

Remark 10.1. Roughly speaking, you should think of R/I being R with the
proviso that we identify two elements of R to be the same if they differ by an
element from I. To understand R/I in more concrete terms, it is often useful
to look for subset, S C R, such that the map,

S3a—a+I€eR/I

is a bijection. (We will call such an S a slice.) This allows us to identify R/I
with & and this identification induces a ring structure on S. We will see how
this goes in the examples below. Warning: the choice of a slice § is highly
non-unique although there is often a “natural” choice in a given example. The
point is to make S we need only choose one element from each of the cosets in
R/I.

Example easily generalizes to give the following theorem. We will give
another proof shortly using the first isomorphism theorem, see below.

Theorem 10.2 (Z,, 2 Z/ (m)). For all m > 2, the map,
Zm > a— [al=a+ (m) € Z/(m) (10.1)
is a Ting isomorphism.
Proof. The distinct cosets of Z/ (m) are given by

(K] =k+(m): k=0,1,2...,m 1}

and therefore we may take S = Z,,. Since [a] = [amodm], it is easy to see that
the map in Eq. (10.1)) is a ring isomorphism. ]

10.1 First Isomorphism Theorem

Recall that two rings, R and S (written R 2 S) are isomorphic, if there is a
ring isomorphism, ¢ : R — S. That is ¢ should be a one-to-one and onto ring
homomorphism.

Theorem 10.3 (First Isomorphism Theorem). Let R and S be rings and
w:R— S be a homomorphism. Let

o(R) =Ranyp ={p(r):r€ R} C S

and recall that I = ker ¢ := {r € R: p(r) = 0} is an ideal in R. Then ¢(R) is
a subring of S and ¢ : R/T — ¢(R) defined by

e(r)=@(r+1I):=¢(r) foralreR
is a Ting isomorphism.

Proof. We have seen last quarter that @ : R/ ker ¢ — (R) is an (additive)
group isomorphism. So it only remains to show ¢ preserves the multiplication
operations on ¢ (R) and R/I which goes as follows;

@ ([a]) @ ([b]) = ¥ (a) ¢ (b)
= ¢ (ab) = @ ([ad]) = ¢ ([a] [b]) -
u

Ezample 10.4 (Z/ (Zm) = Z,,). Let m € Z, and ¢ : Z — Z,, be the ring
homomorphism, ¢ () = z mod m. Since ¢ (Z) = Z,, and ker (¢) = (m) = Zm,
the first isomorphism theorem implies, @ : Z/ (Zm) — Z,, is a ring isomorphism
where @ ([a]) = ¢ (a) = amodm for all a € Z.

Ezample 10.5. Let us consider R := Z[i] /(i —2). In this ring [i — 2] = 0 or
equivalently, [i] = [2]. Squaring this equation also shows,

1) =[] =[" = 2" = [2°] = 4]

from which we conclude that [5] = 0, i.e. 5 € (i —2). This can also be seen
directly since 5 = — (i + 2) (i — 2) € (i —2) . Using these observations we learn
for a +ib € Z[i] that

[a +ib] = [a + 2b] = [(a + 2b) mod 5.

Thus, if we define S = {0,1,2,3,4}, we have already shown that



R={a:aeS}=19].

Now suppose that a,b € S with [a] = [b], i.e. 0 = [a —b] = [¢] where
¢ = (a —b)mod5. Since ¢ € (i —2) we must have

c=(—2)(a+bi)=—(2a+Db)+ (a —2b)i
from which it follows that ¢ = 2b and
¢=—(2a+0b) = —5b.
Since 0 < ¢ < 5, this is only possible if ¢ = 0 and therefore,
a=amodb =bmod5 =b.
Finally let us now observe that

[a] + [b] = [a + b] = [(a + b) mod 5] and
[a] - [b] = [ab] = [(ab) mod 5]

so that the induced ring structure on S is the same a the ring structure on Zs.
Hence we have proved,

Zs>a—al=a+(i—2)€Z[i]/{i—2)

is an isomorphism of rings.
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Lecture 11

Ezample 11.1 (Example revisited). In Zs, we see that 22 = 4 = —1 and
therefore there is a ring homomorphism, ¢ : Z [i] — Zs such that ¢ (1) = 1 and
¢ (i) = 2. More explicitly we have,

pla+bi)=a-1+b-2=(a+2b)mod5.
Moreover, (a + ib) € ker (¢) iff a + 2b = 5k for some k € Z and therefore,
ker (¢) = {—2b+ 5k +ib:bkeZ} =Z(2—4)+Z-5.
Since (2+14) (2 —4) =5 and 2 — i € ker (¢) , we have, and
(2—i)Cker(p)=Z2—4)+Z-5C(2—13)

from which it follows that ker () = (2 —4). Thus by the first isomorphism
theorem, ¢ : Z[i] / (2 — i) — Zs defined by

@ ([a+ib]) = ¢ (a+ bi) = (a + 2b) mod 5

is a ring isomorphism. Notice that the inverse isomorphism is given by ¢! (a) =
[a] for all a € Z5 which should be compared with Example [10.5] above.

For what follows recall that the evaluation maps are homomorphisms.

Theorem 11.2 (Evaluation homomorphism). Let R be a subring of a

commutative ring, R, and t € R. Then there exists a ring homomorphism,

@i« R[x] — R such that
ot (p) = Zaktk when p (z) = Zakxk € Rlx].
k=0 k=0
We will usually simply write p (t) for ¢ (p) .

The hole point of how we define polynomial multiplication is to make this
theorem true. We will give the formal proof of this theorem a bit later in the
notes.

Ezxample 11.3. Let I := (z) = R[z]z C Rz] from which it follows that [z] =
0 € R[z] / (x). Therefore if p (z) = ap + a1 + - - - + a,x™, then

[p(2)] = [ao + @17 + -+ + an2"] = [ao].

Alternatively put, p () + I = ag + I since a1z + -+ + anz™ € I. Moreover, if
[ao] = [bo], then ag — by € I which can happen iff ag = by. Therefore we may
identify R [z] / () with & = R thought of as the constant polynomials inside of
R [z]. In fact it is easy to check that

Roa—a+IeR[z]/(x)

is a ring isomorphism.

Alternatively we may use the first isomorphism theorem as follows. Let
¢ (p) :=p(0), then ¢ : R[] — R is a ring homomorphism onto R with ker (¢) =
(x) . Therefore, ¢ : R[z] / (x) — R is a ring isomorphism.

Theorem 11.4 (Division Algorithm). Let F[z]| be a polynomial ring where
F is a field. Given f,g € F[x] both nonzero, there exists a unique q,r € F[z]
with f = qg + r such that either r =0 or degr < degg.

Interpretation. We are dividing f by ¢ and so g goes into f, ¢ times
with remainder r. This is really high school polynomial division which we
will discuss in more detail a bit later. In the sequel we will sometimes denote
the remainder, r by fmodg.

Corollary 11.5. Suppose that F is a field, p(x) =co+ -+ cpa™ € Flz] is a
polynomial with ¢, # 0, and let

S = {a0+a1x+---+an_1x"*1 :aiEFfori:O,l,...,n—l}.
Then the map, ¢ : S — F [z] / (p) defined by
e (f) =1fl:==Ff+p) forallf €S

is a bijection. Moreover, S becomes a ring and ¢ a Ting homomorphism provided
we define

f(x)-g(x):=I[f (z)g(x)] modp

and f + g as usual polynomial addition.
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Proof. 1. If f € F[z], then by the division algorithm

f=aqp+r=qp+ fmodp

and therefore,

Thus we have shown
[f] = [f modyp] for all f € F[z]. (11.1)

2. Equation (11.1)) shows ¢ : & — F[z]/(p) is onto. To see ¢ is injective,

suppose that f,g € S and ¢ (f) = ¢ (g). Then [f —g] =0, i.e. f —g € (p), i.e.
f—9=gq-pfor some q € F[z]. However this is impossible unless ¢ = 0 and
f = g since otherwise,

n—12>deg(f —g)=deg(q) + deg(p) = deg(q) + n.

Thus we have shown ¢ is injective as well, i.e. ¢ : S — F [x] / (p) is a bijection.
3. Making use of Eq. (11.1) and the fact that ¢ is a bijection shows,

o (f)e(9) =1[fllg] = [fg] = [(fg) mod p] = ¢ ((fg) modp) and
o(f)+e@=[f1+lgl=[f+g=¢(f+9)

for all f,g € S. Thus S equipped with the operations described in the theorem
makes S into a ring for which ¢ is a ring isomorphism. [

Theorem 11.6 (C as a factor ring). C 2 R[z] /(2 + 1) =: R. The maps,
C>(a+ib) — [a+bz] € R[z]/(2* + 1) and
R[x]/<x2—|—1> @) =px)+ <a¢2 + 1> —p()eC
are ring isomorphisms which are inverses to one another.

Proof. We are going to give two proofs that C = R [z] / (% 4+ 1) . Our first
proof gives rise to the first map while our second gives rise to the second map.
First Proof. Let S = {a + bz : z,b € R} so that

S>3 (a+bx) = [a+bz] €eRz]/ (2> +1)
is a bijection. Since [z% 4+ 1] =0, we have [z?] = [1] and therefore,

la+ bz] [c + dz] = [ac + (bc + ad) z + bdz?]
= lac+ (be+ ad) x + bd (—1)]
= [ac — bd + (bc + ad) z] .
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Moreover one easily shows,
[a+bx]+ [c+dx]=[(a+c)+ (b+d)z].
From these two facts it is now easy to check that
Ca(a+ib) > [a+br]€ER

is an isomorphism of rings.

Second Proof. Let ¢ : R[z] — C be the evaluation homomorphism,
¢ (p) = p(i) where i = /—1 € C. We then have ¢ (R[z]) = R[i] = C and so
by the first isomorphism theorem, R [z] / ker (¢) = C. So to finish the proof we
must show,

ker () = (2 +1) = R[z] (z® + 1). (11.2)

Suppose that p € ker (¢) and use the division algorithm to write,

p(z) =q(z) (z° + 1) +r (z) where

r(z) = a + bx for some a,b € R.

As p(i) = 0 and i + 1 = 0, it follows that r (i) = a + bi = 0. But this happens
iff @ = 0 = b, and therefore we see that r = 0 an hence that p (z) € <x2 + 1> )
Thus we have shown ker (p) C (2?4 1) and since 22 + 1 € ker () we must
have ker (¢) = (22 + 1) which completes the second proof of the theorem.

Alternative method for computing ker (¢) .

If p € ker (p) , then p (i) = 0. Taking the complex conjugates of this equation
(using z+w =Z+w and zw = z - w for all z,w € C) we learn that p(—i) =0
as well. As we will see in detail later, p (i) = 0 implies p (z) = (z — i) u (x) for
some u € C|[z]. Moreover since,

0=p(—i) = —2i - u(—i)

we learn that u(—i) = 0 and therefore, u (x) = (z +1) ¢ (x) with ¢ € Clx].
Therefore,

p(x) = (z—1i)(z+i)q(x) = (2" + 1) q (x).
It is not too hard to see (use complex conjugation again) that in fact ¢ € R [x].
Conversely if p (z) = (22 + 1) ¢ (z) with ¢ € R[z], then p (i) = 0. Therefore we
have again proved Eq. . [
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Ezample 12.1. Let R := Q[z] / (2 — 2) so that [2?] = [2] now. Again we take
S ={a+bzx:a,be Q} and observe that

[a+ bz] [c + dz] = [ac + (be + ad) x + bdz?]
= [ac + (bc + ad) x + bd2]
= [ac + 2bd + (bc + ad) x] .

Recalling that, in Q [\/ﬂ , that

(a+b\/§> (c—&-d\/i) = ac + 2bd + (bc + ad) V2
it follows that
Q[V2] 3a+0v2 — [a+ba] €Qla] / (2 - 2)

is a ring isomorphism.

Ezample 12.2 (Example revisited). Let ¢ : Q[z] — Q[v2] be the eval-
uation map, ¢ (p) = p(ﬂ) Then by the first isomorphism theorem, ¢ :

Q[xz] / ker (¢) — Q [v2] is an isomorphism of rings. We now claim that
ker (¢) = (z° —2). (12.1)

Since 2?2 € ker (¢) we know that (2% — 2) C ker (¢) . Conversely, if p € ker (¢)
and p (z) = ¢ (z) (2 — 2) +r (z) for some r (z) = a + bz with a,b € Q, then

0:p<\/§>:q(\/§)~0+r(\@) =a+bV2.

As /2 is irrational, this is only possible if ¢ = b = 0, i.e. r () = 0. Thus we
have shown p € <x2 — 2> and therefore Eq. 1) is valid.

Ezample 12.3. Let I := (2?) =R [z]2? CRz]. If p(2) = ap+ayz+- - -+ anz",
then p+ I = ag + a1x + I since asx® + - - + a,2™ € I. Alternatively, we now

have [22] =0 in R[z] / (2?), so that

[p (2)] = [a0 + @12 + -+ + @,2"] = [ag + ara]

Moreover [ag+aijx] = 0 iff aqp = a1 = 0, so we may take § =
{ap + a12 : ap,a1 € R} — the polynomials of degree less than or equal to 1.
Thus it follows that

Rlx]/ <x2> ={(ap + a1z) + I : ap,a1 € R} ~ R2.
This induces a ring multiplication on R? determined as follows;

[ap + a1z] [bo + brx] = [(ao + a12) (bg + b1)]
= [aobo + (a1b0 + aobl) x + alblzz]
= [aobo + (a160 + aobl) 33] .

Thus the multiplication rule on S should be defined by
(ao + alx) (bo + bll’) = aobo + (a1b0 + aobl) x.

Alternatively, if we identify S with R := R? and equip R with the multiplication
and addition rules,

(ao,al) . (bo,bl) = (aobo,albo + aobl) and (12.2)
(a0, a1) + (bo, b1) = (ao + bo, a1 + b1),

then
R 3 (ap,a1) = ag + a1z +1 € R[z]/ <x2>

is a ring isomorphism.

An important point to observe for later is that R in Example is not a
field and in fact not even an integral domain. For example, (0,1)-(0,1) = (0,0) =
0. Alternatively, notice that [z] - [z] = [2?] =0, so that 0 # [z] € R [z] / (x?) is
a zero divisor.

Ezample 12.4 (Example revisited). We let R be the ring, R?, with usual
addition and the multiplication rule in Eq. . Let ¢ : R[z] — R be the map
define by, ¢ (p) = (p(0),p’ (0)) where p’ (z) is the derivative of p () computed
as usual for polynomials. Then one easily checks that ¢ is a ring homomorphism.
Moreover if p € ker (¢), then p(0) = 0 and therefore p (x) = zg (x) for some
polynomial g (x) . Since
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0=p'(0)=g(0)+0-4'(0)

it follows that g(z) = xq(x) for some polynomial ¢(z). Thus p(

22q (z). Conversely if p(x) = 22q(x), then p(0) = 0 and p'(0) =
[22q (z) + 2%¢ ()] +—o = 0. Therefore we have shown, ker(¢) = <a:2> an
so by the first isomorphism theorem, it follows that R [z]/(z?) 2 [p(z)] —
(p(0),p'(0)) € R is a ring isomorphism.

x)

Example 12.5. Here is another example similar to Example In R :=
Z[i] /(3 +1i), we have [i] = [-3] and therefore [—1] = [9] or equivalently
[10] = 0. Therefore for a,b € Z,

[a + ib] = [a — 3] = [(a — 3b) mod 10] .

Thus we should take & = {0,1,2,...,9}. If a,b € S and [a] = [b], then [c] =0
where ¢ = (b — a) mod 10. Since [c] = 0, we must have

=B+i)(a+ib) =(3a—b)+ (a+3b):

from which it follows that a = —3b and 3 (—3b)—b = —10b = ¢. Since 0 < ¢ < 9,
this is only possible if ¢ = 0 and so as above if a = b. Therefore

Ssa—lad=a+3+i)€Z[i]/(3+1)

is a bijection. Moreover it is easy to see that thinking of S as Zig, the above
map is in fact a ring isomorphism.

Ezample 12.6 (Example revisited). From Example we have seen that
¢ 1 Z[i] — Zyp defined by ¢ (a + bi) = (a — 3b) mod 10 is a ring homomorphism
~ recall that 32 = (=3)° =9 = —1. In this case,

a+1ib € ker (p) <= a —3b=0in Zj,
i.e. a = 3b+ 10k for some k € Z. Therefore,
ker () = {3b+ 10k +ib: b,k € Z} = Z (3 + i) + Z - 10.
In particular it follows that 3 + i € ker (¢) and therefore
(3+1i) Ckerp=7Z(3+14)+Z-10.
Moreover, since (3 — ) (3 +4) = 10, we see that
ZGB+1)+Z-10CZGB+i)+Z[] (3+i) =Z[i] (3+17) = (3+7).

Hence we have shown,
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(3+1i) Ckero=Z(3+14i)+Z-10C (3+1)
and therefore
kerop=ZB3+i)+Z-10= 3+ =Z[i](3+1).

Consequently, by the first isomorphism theorem, ¢ : Z[i]/ (3 + i) — Z10, given
by
@ ([a+bi]) = ¢ (a+ bi) = (a — 3b) mod 10

is a ring isomorphism. Again, by taking b = 0, we see that ¢~ (a) = [a] =
a+ (3 + i) is the inverse isomorphism, compare with Example

Theorem 12.7. Let p € Z4 and a,b € Z such that a+ib # 0 and 1 = ged (a, b) .
Further let
S = Z p(a2+b2) X Z

where Zy := {0} and in this case we may take S := Z,(q2412). Then the map,

S (x+iy) 2 [w+ iyl € Z[i] / (p(a+ib)) (12.3)
is a bijection of sets. If we further assume that p =1, then
Ligssny 3w — [a] € 21/ {p (a + ib))
is an isomorphism of rings.

Proof. We will begin the proof leaving some of the details to be completed
by the reader.

1. First observe that

(p(a+1ib)) ={p(a+ib)(s+it):s,tecZ}
={plas —bt +i(bs+at)]: s, t € Z}. (12.4)

2. There exists s,t € Z such that bs + at = 1 and so from Eq. it follows
that [pi] = [bt — as]. Therefore every element of Z [i] / {p (a + ib)) may be
represented in the form [z + iy] where x € Z and y € Z,,.

3. If s,t € Z such that bs 4+ at = 0, then (s,t) = A (a,—b) for some A € Q. (In
fact A can not be a fraction because for (s,t) to both be integers it would
follow that the denominator (in reduced form) of A in would have to divide
both a and b.) For such (s,t) we then have

plas — bt +i(bs + at)] = Ap (a® + V7).

This is minimized by taking A = 1.
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4. From three it follows that [p (a2 + b2)] = 0. Combining this observation
with item 2. shows that the map, ¢, in Eq. is onto.

5. The last main thing to prove is that the map ¢ is one to one. This and the
rest of the proof is left to the reader.

Ezample 12.8. In this example, we wish to consider, Z [z] / (2¢ — 1) . In this ring
we have
[1] = [22] = [2] [«]
which suggests that roughly speaking, “[x] = 1/2.” Thus we might guess that
Zix]/ 2z —1) = 7Z[1/2]. (12.5)

The general element of Z [1/2] is a rational number which has a denominator of
the form 2™ for some n € N. In order to try to prove this, let ¢ : Z[z] — Z[1/2]
be the evaluation map, ¢ (p) = p(1/2). Since ¢ (Z[z]) = Z[1/2] to prove Eq.

(12.5) we need to show
ker () = (22 —1). (12.6)

On one hand it is clear that 2o — 1 € ker () and therefore (2x — 1) C ker ().
For the opposite inclusion, suppose that p € ker (¢), i.e. p(1/2) = 0. By the
division algorithm, we may write p (x) = ¢ (z) (x — 1/2) 4+ r where r € Q. Since
p(1/2) = 0 it follows that r = 0. Let g (x) := 3¢ (z), then g (z) € Q [z] satisfies,

p(z) =g(z) (2 -1).

I claim that g (z) € Z[z]. To see this look at the expressions,

n n—1
p(x) = Zakxk = Z bjr! | (22 —1)
k=0 §=0

where aj, € Z and by, € Q. By looking at the coefficient of the 2* term we learn,
ar = —by +2b;_1 with the convention that b_; = 0 = b,,. So for k = 0 we learn
that by = —ag € Z, and for general k, that by, = —ay + 2b;_,. Thus it follows
inductively that by € Z for all k.

Hence we have shown if p € ker(¢), then p € (2 —1), ie. ker(¢) C
(2z — 1) which completes the proof of Eq. (12.6).

12.1 II. More on the characteristic of a ring
Let R be a ring with 1. Recall: the characteristic of R is the minimum n > 1 (if

——
any exist) such that n-1 =1+ -+ 1 = 0. If no such n exists, we call chr (R) = 0.
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Theorem 12.9 (Characteristic Theorem). Let R be a ring with 1. Then
¢ (a) :=a-1g is a homomorphism from Z — R and ker ¢ = (m) where m =
chr (R) . Moreover, R contains a copy of Z/ (m) as a subring.

Proof. Since 1% = 1g, we have already seen that ¢ (a) = a - 1 defines a
homomorphism Moreover it is clear that a - 1z = 0 iff chr (R) |a, i.e. ker () =
(m) . The remaining statement follows by an application of the first isomorphism
theorem; ie. Z/ (m) = ¢(Z) = Rany. So Rangp is a subring of R, and it is
isomorphic to Z/ (m). ]

~

So the rings Z and Z/ (m) = Z,, are the “simplest” rings in the sense that
every ring with 1 has a copy of one of these sitting inside of it.

Example 12.10. Let m > 2 and

RZM?(ZM): {|:CCL2:| :aab7cvd€Zm}-

Then the homomorphisms above is ¢ : Z — My (Z,,) by
0 a- 10 a0
01| |[Oa

ker o = (m), and R has the subring

{[a O] :a,b,c,dEZm}
0a

which is isomorphic is Z,,.

Ezxample 12.11. If R = Z,, the homomorphism ¢ : Z — Z,, constructed above
is just the natural one a — a mod m that we have been looking at all along and
chr (Z,,) = m.

Ezxample 12.12.If R=7Z[i] = {a+bi:a,be€ Z}. Then ¢ : Z — Z[i],a+a-1=

a+0i has kernel ker ¢ = (0). So chr (Z [i]) = 0 and Z[i] has a copy of Z/ (0) = Z
inside it, namely {a 4+ 0i : a € Z}.

12.2 Summary

Let us summarize what we know about rings so far and compare this to the
group theory of last quarter.
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Group

Ring

G with - associative,

R with (+,-) > (R,+) is
an abelian group (can add
and subtract). Associative,

Definition ;iiz;c;z}y,multlphcatlve distributive laws
' a(b+c) = ab+ ac,
(b+ c)a = ba + ca.
H C G is a subgroup
Sub if hlhgl € H for all S C R is a subring if
_structure hi,he € H, a—bes, abe S
i.e. H is closed under the |V a,b € S.
group operations
If H < G is a normal
Factor subgroup of G, then If I C R is an ideal, then
G/H :={gH : g € G} R/I={r+1:r€R}is
Structure
is the factor group of the factor ring of R by I.
G by H.
Homo- ¢ : G — H a function pi R —5s 2 function
. between two rings R and
morphisms: | between groups, G, and § is a homomorphism if
Functions | H is a homomorphism if P
. p(r1+r2) = (r1) + ¢(r2)
Preserving | ¢(g192) = ¢(g1)¢(92) and @(r172) = @(r1)p(rs)
Structure |for all g1,92 € G. 172 ! 2

for all 1,79 € R.
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