POLYNOMIAL EFFECTIVE DENSITY
IN QUOTIENTS OF $\mathbb{H}^3$ AND $\mathbb{H}^2 \times \mathbb{H}^2$

E. LINDENSTRAUSS AND A. MOHAMMADI

Abstract. We prove effective density theorems, with a polynomial error rate, for orbits of the upper triangular subgroup of $\text{SL}_2(\mathbb{R})$ in arithmetic quotients of $\text{SL}_2(\mathbb{C})$ and $\text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$.

The proof is based on the use of a Margulis function, tools from incidence geometry, and the spectral gap of the ambient space.
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1. Introduction

The quantitative understanding of the behavior of orbits in homogeneous spaces is a fundamental problem. Let $G$ be a connected Lie group and $\Gamma \subset G$ a lattice (a discrete subgroup with finite covolume). Let $L \subset G$ be a closed connected subgroup. Ratner’s celebrated resolution of Raghunathan’s conjectures, [47, 48, 49], provides a complete classification for the closure of individual $L$-orbits in $G/\Gamma$ if $L$ is unipotent, or more generally is generated by unipotent subgroups (this is true even if $L$ is not assumed to be connected, see [55]). Prior to Ratner’s work, some important special cases of this problem were studied by Margulis [40], and Dani and Margulis [13, 14].
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These remarkable results all share the lacuna that they are not quantitative, e.g. they do not provide any rate at which the orbit fills up its closure. Indeed Ratner’s work relies on the pointwise ergodic theorem which is hard to effectiveness. The work of Dani and Margulis uses minimal sets, which though formally ineffective can be effectivized with some effort; a result in this spirit was obtained by Margulis and the first named author in 37, though the rates obtained there are of polylog form, and that too after significant effort. With Margulis and Shah, we have obtained a general effective orbit closure theorem for unipotent orbits on arithmetic quotients, the first piece of this being 38 and the continuation is in preparation; however the rates obtained are even worse than 37.

When $G$ is a unipotent group, Green and Tao gave an effective equidistribution theorem for orbits of subgroups $L \subset G$ (that of course will also be unipotent) in 28 with polynomial error rates. When $G$ is semisimple, however, not much seems to be known. A notable exception is the case where $L \subset G$ is a horospherical subgroups, that is to say if there is an element $a \in G$ so that

$$L = \{ g \in G : a^n g a^{-n} \to 1 \text{ as } n \to \infty \},$$

for instance if $L$ is the full group of strictly upper triangular matrices in $G = \text{SL}_n(\mathbb{R})$. In this case, the behaviour of individual orbits can be related to decay of matrix coefficients, and hence effective equidistribution with polynomial error rate can be established. The first works in this direction we are aware of are 50, 10, 33 as well as the more recent 25, 56, 51 and this has now been established in much greater generality 32, 43, 31. Closely related is the case of translates of periodic orbits of subgroups $L \subset G$ which are fixed by an involution 15, 22, 2.

Beyond the horospherical case (and the related case of groups fixed by an involution) equidistribution results with polynomial rates were known only for skew products 57, for random walks by automorphisms of the torus (6 and subsequent works in this direction), and for the special case of periodic orbits of increasing volume 17, 16.

In this paper, we prove an effective density theorem, with a polynomial error rate, for orbits of the upper triangular subgroup of $\text{SL}_2(\mathbb{R})$ in arithmetic quotients of $\text{SL}_2(\mathbb{C})$ and $\text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$. These are first results in the literature which provide a polynomial rate for general orbits in a homogeneous space of a semisimple group, beyond the aforementioned case of horospherical subgroups.

Let us now fix some notation in order to state the main theorems. Let

$$G = \text{SL}_2(\mathbb{C}) \quad \text{or} \quad G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R}).$$

Let $\Gamma \subset G$ be a lattice, and put $X = G/\Gamma$.

Let $d$ be the right invariant metric on $G$ which is defined using the killing form. This metric induces a metric $d_X$ on $X$, and natural volume forms on $X$ and its submanifolds. The injectivity radius of a point $x \in X$ may be
defined using this metric. For every $\eta > 0$, let

$$X_\eta = \{ x \in X : \text{injectivity radius of } x \text{ is } \geq \eta \}.$$  

Throughout the paper, $H$ denotes $\text{SL}_2(\mathbb{R})$ if $G = \text{SL}_2(\mathbb{C})$ or the diagonally embedded copy of $\text{SL}_2(\mathbb{R})$ in $G$ if $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$. That is

$$\text{SL}_2(\mathbb{R}) \subset \text{SL}_2(\mathbb{C}) \quad \text{or} \quad \{ (g, g) : g \in \text{SL}_2(\mathbb{R}) \} \subset \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R}).$$

Let $P \subset H$ denote the group of upper triangular matrices in $H$.

An orbit $Hx \subset X$ is periodic if $H \cap \text{Stab}(x)$ is a lattice in $H$. For the semisimple group $H$, the orbit $Hx$ is periodic iff it is closed.

Let $||$ denote the absolute value on $\mathbb{C}$, and let $\|\|$ denote the maximum norm on $\text{Mat}_2(\mathbb{C})$ or $\text{Mat}_2(\mathbb{R}) \times \text{Mat}_2(\mathbb{R})$ with respect to the standard basis.

For every $T > 0$ and every subgroup $L \subset G$, let

$$B_L(e, T) = \{ g \in L : \| g - I \| \leq T \}.$$  

The following is the main theorem in this paper.

1.1. Theorem. Assume that $\Gamma$ is an arithmetic lattice. For every $0 < \delta < 1/2$, every $x_0 \in X$, and large enough $T$ (depending explicitly on $\delta$ and the injectivity radius of $x_0$) at least one of the following holds.

1. For every $x \in X_{T^{-\kappa_1}}$, we have

$$d_X(x, B_P(e, T^A).x_0) \leq C_1 T^{-\kappa_1}.$$  

2. There exists $x' \in X$ such that $Hx'$ is periodic with $\text{vol}(Hx') \leq T^\delta$, and

$$d_X(x', x_0) \leq C_1 T^{-1}.$$  

Where $A$, $\kappa_1$, and $C_1$ are positive constants depending on $X$.

The proof of Theorem 1.1 has a similar flavor to [26] by Gamburd, Jakobson, and Sarnak as well as to the work of Bourgain and Gamburd [7, 8] and the aforementioned work of Bourgain, Furman, Lindenstrauss, and Mozes [6]. Indeed in the first step, we use a Diophantine condition to produce some dimension at a certain scale (initial dimension). In the second step, we use a Margulis function to show that by passing to a larger scale and translating $B_P(e, T^A).x_0$ with a random element of controlled size, we obtain a set with large dimension. Margulis functions were introduced in the context of homogeneous dynamics in [20] by Eskin, Margulis, and Mozes, and have become an indispensable tool in homogeneous dynamics and beyond.

We then use a projection theorem to move this additional dimension to the direction of a horospherical subgroup of $G$. The projection theorem we use is an adaptation of the work of Käenmäki, Orponen, and Venieri [30] and is based on the works of Wolff and Schlag [59, 52]. Finally, we use an argument due to Venkatesh [58] to conclude the proof.
The main proposition. Let $U \subset N$ denote the group of upper triangular unipotent matrices in $H \subset G$, respectively.

More explicitly, if $G = \text{SL}_2(\mathbb{C})$, then
\[
U = \left\{ n(r, 0) = \begin{pmatrix} 1 & r + is \\ 0 & 1 \end{pmatrix} : (r, s) \in \mathbb{R}^2 \right\}
\]
and $U = \{n(r, 0) : r \in \mathbb{R}\}$; we will often denote the elements in $U$ by $u_r$, i.e., $n(r, 0)$ will often be denoted by $u_r$ for $r \in \mathbb{R}$. Let
\[
V = \{n(0, s) = v_s : s \in \mathbb{R}\}.
\]

If $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$, then
\[
N = \left\{ n(r, s) = \begin{pmatrix} 1 & r + s \\ 0 & 1 \\ 0 & 1 \end{pmatrix} : (r, s) \in \mathbb{R}^2 \right\}
\]
and $U = \{n(r, 0) : r \in \mathbb{R}\}$. As before, $n(r, 0)$ will be denoted by $u_r$ for $r \in \mathbb{R}$. Let $V = \{n(0, s) = v_s : s \in \mathbb{R}\}$. In both cases, we have $N = UV$.

The following proposition is a crucial step in the proof. Roughly speaking, it states that for every $x_0 \in X$, we can find a subset of $V$ with dimension almost 1 near $P.x_0$ unless $x_0$ is extremely close to a periodic $H$-orbit with small volume.

1.2. Proposition (Main Proposition). There exists some $\eta_0 > 0$ depending on $X$ with the following property.

Let $0 < \theta, \delta < 1/2$, $0 < \eta < \eta_0$, and $x_0 \in X$. There are $k_2$ and $A'$, depending on $\theta$, and $T_1$ depending on $\delta, \eta$, and the injectivity radius of $x_0$, so that for all $T > T_1$ at least one of the following holds.

1. There exists a finite subset $I \subset [0, 1]$ so that both of the following are satisfied.
   a. The set $I$ supports a probability measure $\rho$ which satisfies
      \[
      \rho(J) \leq C_\theta |J|^{1-\theta}
      \]
      for every interval $J$ with $|J| \geq T^{-k_2}$ where $C_\theta \geq 1$ depends on $\theta$.
   b. There is a point $y_0 \in X_\eta$ so that
      \[
      d_X(v_s.y_0, B_P(e, T^{A'}).x_0) \leq C_2 T^{-k_2}
      \]
      for all $s \in I \cup \{0\}$.

2. There exists $x' \in X$ so that $Hx'$ is periodic with $\text{vol}(Hx') \leq T^\delta$ and
   \[
   d_X(x', x_0) \leq C_2 T^{-1}.
   \]

Where $C_2$ depends on $X$.

The proof of this proposition will be completed in §8; it involves three main steps, which we now outline.
(1) Let us assume that the injectivity radius of \(x_0\) is bounded below by some constant depending on \(X\); we can always reduce to this case using certain non-divergence results which are discussed in §3. Since we are interested in information about how points approach each other transversal to \(H\), we will work with a thickening of \(P.x_0\) with \(B_H\), a small neighborhood of the identity in \(H\). In the first step, we use Proposition 6.1 (a closing lemma) to show that either Proposition 1.2(2) holds, or we can find some \(x \in (B^H \cdot B_P(e,T^{O(\delta)})) \cdot x_0\), whose injectivity radius is bounded below depending on \(X\), so that any two nearby points in \((B^H \cdot B_P(e,T^\theta)) \cdot x\) have distance \(> T^{-1}\) transversal to \(H\).

(2) Assuming Proposition 1.2(2) does not hold, in the second step, we use a Margulis function to show that translations of the aforementioned thickening of \(B_P(e,T^\theta) \cdot x\) by certain random elements in \(B_P(e,T^{O(\theta)}(1))\) have dimension \(1 - \theta\) transversal to \(H\) at scale \(T^{-0.16}\). This step is carried out in §7. The random elements we use in this step further have the property that translations of \((B^H \cdot B_P(e,T^\theta)) \cdot x\) with them stay near \(P.x\) — this property is reminiscent of Margulis’ thickening technique, albeit unlike the latter we only thicken in \(H\) and not in \(G\).

(3) In the third step, we use a projection theorem (Theorem 5.2) combined with some arguments in homogeneous dynamics, to project the aforementioned entropy to the direction of \(N\). This is the content of §5.

Let us now elaborate on how Proposition 1.2 may be used to complete the proof of Theorem 1.1. The argument is based on the quantitative decay of correlations for the ambient space \(X\): There exists \(\kappa_X > 0\) so that
\[
\bigg| \int \varphi(gx)\psi(x) \, dm_X - \int \varphi \, dm_X \int \psi \, dm_X \bigg| \ll \varphi, \psi e^{-\kappa_X d(e,g)}
\] 
for all \(\varphi, \psi \in C^\infty_c(X) + C \cdot 1\), where \(m_X\) is the probability Haar measure on \(X\) and \(d\) is our fixed right \(G\)-invariant metric on \(G\). See e.g. [33, §2.4] and references there for (1.1); we note that \(\kappa_X\) is absolute if \(\Gamma\) is a congruence subgroup, see [9, 12, 27].

As it is well studied, (1.1) implies quantitative equidistribution results for expanding pieces of the horospherical group \(N\) in \(X\). Note, however, that we are only supplied with the set
\[
B = \{u_r v_s : r \in [0,1], s \in I\}
\]
where \(I\) is as in Proposition 1.2 i.e., we do not have the luxury of using an open subset of \(N\). To remedy this issue, we use an argument due to Venkatesh [58] and show that so long as \(\theta\) is small enough — this is quantified using (1.1) — expanding translations of \(B\) are already equidistributed in \(X\), see Proposition 4.2.

Periodic orbits. The techniques we develop here allow us to prove an effective density theorem for periodic orbits of \(H\) as well. We will show in
Lemma 3.6 that there exists some $\eta_X > 0$ so that for every periodic orbit $Y$, we have

\[ \mu_Y(X_{\eta_X}) \geq 0.9 \]

where $\mu_Y$ denotes the $H$-invariant probability measure on $Y$.

1.3. Theorem. Let $Y \subset X$ be a periodic $H$-orbit in $X$. Then for every $x \in X_{\text{vol}(Y)} = \kappa_X$ we have

\[ d_X(x, Y) \leq C_3 \text{vol}(Y)^{-\kappa_3}. \]

Where $\kappa_3 \geq \kappa_X^2/L$ (for an absolute constant $L$) and $C_3$ depends explicitly on $\kappa_X$, $\text{vol}(X)$, and the minimum of the injectivity radius of points in $X_{\eta_X}$, see (9.14). If $\Gamma$ is congruence, $\kappa_3$ is absolute.

If $\Gamma$ is an arithmetic lattice, Theorem 1.3 is a rather special case of a theorem of Einsiedler, Margulis, and Venkatesh [17] or (when the corresponding $\mathbb{Q}$-group has over $\mathbb{R}$ compact factors) the followup work by Einsiedler, Margulis, and Venkatesh and the second named author [16]. Note however that Theorem 1.3 does not require $\Gamma$ to be arithmetic. In particular, unlike [17, 16], our argument does not rely on property $(\tau)$.

By the arithmeticity theorems of Selberg and Margulis, irreducible lattices in $\text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$ are arithmetic. Regarding reducible quotients of $\text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$, if such a quotient $\text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})/\Gamma_1 \times \Gamma_2$ contains infinitely many closed orbits of $H$, then $\Gamma_2$ is commensurable to $\Gamma_1$ (up to a conjugation) and moreover $\Gamma_1$ has infinite index in its commensurator. By a theorem of Margulis, it follows that $\Gamma_1$ is arithmetic, see [41, Ch. IX]. Moreover, it was recently shown, [42, 1], that if $\text{SL}_2(\mathbb{C})/\Gamma$ contains infinitely many closed orbits of $H$, then $\Gamma$ is arithmetic.

Thus in all cases covered by Theorem 1.3 either $\Gamma$ is arithmetic hence [17, 16] apply (though the proof we give here is very different) or there are only finitely many closed $H$-orbits. The key point of Theorem 1.3 is that the rate of equidistribution depends only on rather coarse properties of $X$ namely the rate of mixing $\kappa_X$, the volume of $X$, and the injectivity radius of the compact core of $X$, suitably interpreted. This can be used in some special cases to give an effective version of the finiteness theorems of [42, 1], as we discuss in the next subsection. It is interesting to note that the proofs in [42, 1] rely on equidistribution results [45] which are in the spirit of Theorem 1.3 albeit in a qualitative form.

**Totally geodesic planes in hybrid manifolds.** Gromov and Piatetski-Shapiro [29] constructed examples of non-arithmetic hyperbolic manifolds by gluing together pieces of non-commensurable arithmetic manifolds. Let $\Gamma_1$ and $\Gamma_2$ be two torsion free lattices in $\text{Isom}(\mathbb{H}^3)$ — recall that $\text{Isom}(\mathbb{H}^3)$ is an index 2 subgroup of $\text{O}(3,1)$ and that $\text{SL}_2(\mathbb{C})$ is locally isomorphic to $\text{O}(3,1)$. Let $M_i = \mathbb{H}^3/\Gamma_i$. Assume further that for $i = 1, 2$, there exists 3-dimensional submanifolds with boundary $N_i \subset M_i$ so that
• The Zariski closure of $\pi_1(N_i) \subset \Gamma_i$ contains $O(3, 1)^\circ$ where $O(3, 1)^\circ$ is the connected component of the identity in $O(3, 1)$.

• Every connected component of $\partial N_i$ is a totally geodesic embedded surface in $M_i$ which separates $M_i$.

• $\partial N_1$ and $\partial N_2$ are isometric.

Let $M$ be the manifold obtained by gluing $N_1$ and $N_2$ using the isometry between $\partial N_1$ and $\partial N_2$. Then $M$ carries a complete hyperbolic metric, thus, we consider $\pi_1(M)$ as a lattice in $O(3, 1)$. Let $\Gamma' = \pi_1(M) \cap O(3, 1)^\circ$, and let $\Gamma$ denote the inverse image of $\Gamma'$ in $G = \text{SL}_2(\mathbb{C})$. If $\Gamma_1$ and $\Gamma_2$ are arithmetic and non-commensurable, then $M$ is non-arithmetic, i.e., $\Gamma$ is a non-arithmetic lattice in $G$. A totally geodesic plane in $M$ lifts to a periodic orbit of $H = \text{SL}_2(\mathbb{R})$ in $X = G/\Gamma$.

The following finiteness theorem, in qualitative form, was proved by Fisher, Lafont, Miller, and Stover [24, Thm. 1.4], see also [3, §12].

1.4. Theorem. Let $M$ be a hyperbolic 3-manifold obtained by gluing the pieces $N_1$ and $N_2$ from non-commensurable arithmetic manifolds along $\Sigma = \partial N_1 = \partial N_2$ as described above. The number of totally geodesic planes in $M$ is at most

$$L \left( \frac{\text{area}(\Sigma)\text{vol}(X)\kappa_X^{-1}}{\eta_X^{-1}X} \right)^{L/\kappa_X^2}$$

where $L$ is absolute and $X = G/\Gamma$ is as above.
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2. Notation and preliminaries

Throughout the paper

$$G = \text{SL}_2(\mathbb{C}) \quad \text{or} \quad G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R}).$$

Let $\Gamma \subset G$ be a lattice, and put $X = G/\Gamma$.

We define the subgroups $H$, $N$, $U$, and $V$ as in the introduction.

Also let $U^- = \{u_r^- : r \in \mathbb{R}\}$ denote the group of lower triangular unipotent matrices in $H$.

For every $t \in \mathbb{R}$, let $a_t$ denote the images of

$$\begin{pmatrix} e^{t/2} & 0 \\ 0 & e^{-t/2} \end{pmatrix}$$

in $H$. Note that $a_t n(r, s) a_{-t} = n(e^t(r, s))$ for all $t \in \mathbb{R}$ and all $(r, s) \in \mathbb{R}^2$. 
Lie algebras and norms. Let $| |$ denote the usual absolute value on $\mathbb{C}$ (and on $\mathbb{R}$). Let $\| \|$ denotes the maximum norm on $\text{Mat}_2(\mathbb{C})$ and $\text{Mat}_2(\mathbb{R}) \times \text{Mat}_2(\mathbb{R})$, with respect to the standard basis.

Let $\mathfrak{g} = \text{Lie}(G)$, that is, $\mathfrak{g} = \mathfrak{sl}_2(\mathbb{C})$ or $\mathfrak{g} = \mathfrak{sl}_2(\mathbb{R}) \oplus \mathfrak{sl}_2(\mathbb{R})$. We write $\mathfrak{g} = \mathfrak{h} \oplus \mathfrak{r}$ where $\mathfrak{h} = \text{Lie}(H) \simeq \mathfrak{sl}_2(\mathbb{R})$, $\mathfrak{r} = i\mathfrak{sl}_2(\mathbb{R})$ if $\mathfrak{g} = \mathfrak{sl}_2(\mathbb{C})$ and $\mathfrak{r} = \mathfrak{sl}_2(\mathbb{R}) \oplus \{0\}$ if $\mathfrak{g} = \mathfrak{sl}_2(\mathbb{R}) \oplus \mathfrak{sl}_2(\mathbb{R})$.

Throughout the paper, we will use the uniform notation

$$w = \begin{pmatrix} w_{11} & w_{12} \\ w_{21} & w_{22} \end{pmatrix}$$

for elements $w \in \mathfrak{r}$, where $w_{1j} \in i\mathbb{R}$ if $G = \text{SL}_2(\mathbb{C})$ and $w_{ij} \in \mathbb{R}$ if $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$.

Note that $\mathfrak{r}$ is a Lie algebra in the case $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$, but not when $G = \text{SL}_2(\mathbb{C})$.

We fix a norm on $\mathfrak{h}$ by taking the maximum norm where the coordinates are given by $\text{Lie}(U)$, $\text{Lie}(U^-)$, and $\text{Lie}(A)$; similarly fix a norm on $\mathfrak{r}$. By taking maximum of these two norms we get a norm on $\mathfrak{g}$. These norms will also be denoted by $\| \|$.

Let $C_4 \geq 1$ be so that

$$\|hw\| \leq C_4 |w| \text{ for all } \|h - I\| \leq 2 \text{ and all } w \in \mathfrak{g}. \tag{2.2}$$

For all $\beta > 0$, we define

$$B_H^\beta := \{u_s^- : |s| \leq \beta\} \cdot \{a_t : |t| \leq \beta\} \cdot \{u_r : |r| \leq \beta\} \tag{2.3}$$

for all $0 < \beta < 1$. Note that for all $h_i \in (B_H^\beta)^\pm$, $i = 1, \ldots, 5$, we have

$$h_1 \cdots h_5 \in B_H^{100\beta}. \tag{2.4}$$

We also define $B_G^\beta := B_H^\beta \cdot \exp(B_\xi(0, \beta))$ where $B_\xi(0, \beta)$ denotes the ball of radius $\beta$ in $\mathfrak{r}$ with respect to $\| \|$.

We deviate slightly from the notation in the introduction, and define the injectivity radius of $x \in X$ using $B_G^\beta$ instead of the metric $d$ on $G$. Put

$$\text{inj}(x) = \min \{0, 1, \sup \{\beta : g \mapsto gx \text{ is injective on } B_G^\beta\}\}. \tag{2.5}$$

Taking a further minimum if necessary, we always assume that the injectivity radius of $x$ defined using the metric $d$ dominates $\text{inj}(x)$.

For every $\eta > 0$, let

$$X_\eta = \{x \in X : \text{inj}(x) \geq \eta\}. \tag{2.6}$$

Constants and the $\star$-notation. In our analysis, the dependence of the exponents on $\Gamma$ are via the application of results in [4] see (4.1), and [36].

We will use the notation $A \asymp B$ when the ratio between the two lies in $[C^{-1}, C]$ for some constant $C \geq 1$ which depends at most on $G$ and $\Gamma$ in general. We write $A \ll B^\star$ (resp. $A \ll B$) to mean that $A \leq CB^\kappa$ (resp. $A \leq CB$) for some constant $C > 0$ depending on $G$ and $\Gamma$, and $\kappa > 0$ which follows the above convention about exponents.
2.1. **Lemma.** There exist absolute constants $\beta_0$ and $C_5 \geq 1$ so that the following holds. Let $0 < \beta \leq \beta_0$, and let $w_1, w_2 \in B_{t_1}(0, \beta)$. There are $h \in H$ and $w \in \mathfrak{r}$ which satisfy

$$0.5\|w_1 - w_2\| \leq \|w\| \leq 2\|w_1 - w_2\| \quad \text{and} \quad \|h - I\| \leq C_5\|\beta\|w\|
$$

so that $\exp(w_1)\exp(-w_2) = h\exp(w)$.

**Proof.** Using the Baker–Campbell–Hausdorff formula, we have

$$\exp(w_1)\exp(-w_2) = \exp(w_1 - w_2 + \bar{w})$$

where $\bar{w} \in \mathfrak{g}$ and $\|\bar{w}\| \ll \|w_1 - w_2\|$.

Using the open mapping theorem and Baker–Campbell–Hausdorff formula again, for all small enough $\beta$, there is $(w_h, w_h^\prime) = B_{h}(0,C\beta) \times B_{t}(0,C\beta)$ and $w' \in \mathfrak{g}$ with $\|w'\| \ll \|w_h\|\|w_t\|$, so that

$$\exp(w_1 - w_2 + \bar{w}) = \exp(w_h)\exp(w_t) = \exp(w_h + w_t + w')$$

where $C$ and the implied constant are absolute.

We show that $h = \exp(w_h)$ and $w = w_t$ satisfy the claims in the lemma. In view of (2.6), we need to verify the bounds on $\|h - I\|$ and $\|w_t\|$.

First note that if $\beta$ is small enough, (2.6) implies that

$$w_1 - w_2 + \bar{w} = w_h + w_t + w'.$$

Recall that we are using the max norm with respect to the orthogonal subspaces $\mathfrak{r}$ and $\mathfrak{h}$. Moreover, $\|w'\| \ll \|w_h\|\|w_t\|$ and $\|\bar{w}\| \ll \|w_1 - w_2\|$. Again assuming $\beta$ is small, we conclude that

$$0.5\|w_1 - w_2\| \leq \|w_t\| \leq 2\|w_1 - w_2\|.$$

Using (2.7) again, $w_h = (w_1 - w_2 - w_t) + (\bar{w} - w')$, where $w_1 - w_2 - w_t \in \mathfrak{r}$ and $\|\bar{w} - w'\| \ll \beta(\|w_t\| + \|w_1 - w_2\|) \ll \beta\|w_1 - w_2\|$. We conclude that $\|w_h\| \ll \beta\|w_1 - w_2\|$ which finishes the proof. \qed

2.2. **Lemma.** There exists $\beta_0$ so that the following holds for all $0 < \beta \leq \beta_0$. Let $x \in X_{10\beta}$ and $w \in B_{t}(0, \beta)$. If there are $h, h' \in B_{2\beta}^H$ so that $\exp(h')h x = h'\exp(w)x$, then

$$h' = h \quad \text{and} \quad w' = \text{Ad}(h)w.$$

Moreover, we have $\|w\| \leq 2\|w\|$.

**Proof.** Recall that $\mathfrak{r}$ is invariant under the adjoint action of $H$. We rewrite the equation $\exp(h')h x = h'\exp(w)x$ as follows

$$\exp(w')h x = \exp(\text{Ad}(h')w)h' x.$$

Since $h' \in B_{2\beta}^H$, we have $\text{Ad}(h')w' = w' + \hat{w}$ where $\|\hat{w}\| \ll \beta\|w'\|$. Therefore, assuming $\beta$ is small enough, we have $0.5\|w\| \leq \|\text{Ad}(h')w'\| \leq 2\|w\|$. This estimate, (2.8), and the fact that $x \in X_{10\beta}$ imply that

$$\exp(w')h = \exp(\text{Ad}(h')w)h'.$$

Moreover, the map $(\hat{w}, \hat{h}) \mapsto \exp(\hat{w})\hat{h}$ from $B_{t}(0,2\beta) \times B_{2\beta}^H$ to $G$ is injective, for all small enough $\beta$. Therefore, $h = h'$ and $w' = \text{Ad}(h')w$. 

The final claim follows as \( \|w'\| = \|\text{Ad}(H')w\| \leq 2\|w\| \).

\[ \square \]

**The set** \( E_{\eta,t,\beta} \). For all \( \eta, \beta > 0 \) and \( t \geq 0 \), set

\[
E_{\eta,t,\beta} := B^H_{\beta} \cdot a_t \cdot \{u_r : r \in [0, \eta]\} \subset H.
\]

Then \( m_H(E_{\eta,t,\beta}) \propto \eta \beta^2 e^t \) where \( m_H \) denotes our fixed Haar measure on \( H \).

Throughout the paper, the notation \( E_{\eta,t,\beta} \) will be used only for \( \eta, t, \beta > 0 \) which satisfy \( e^{-0.01t} < \beta < \eta^2 \) even if this is not explicitly mentioned.

For all \( \eta, \beta, m > 0 \), put

\[
Q^H_{\eta,\beta,m} = \{u_s^- : |s| \leq \beta e^{-m}\} \cdot \{a_t : |t| \leq \beta\} \cdot \{u_r : |r| \leq \eta\}.
\]

Roughly speaking, \( Q^H_{\eta,\beta,m} \) is a small thickening of the \((\beta, \eta)\)-neighborhood of the identity in \( AU \). We write \( Q^H_{\eta,\beta,m} \) for \( E_{\eta,t,\beta} \).

The following lemma will also be used in the sequel.

**2.3. Lemma.** (1) Let \( m \geq 1 \), and let \( 0 < \eta, \beta < 0.1 \). Then

\[
\left( (Q^H_{0.01\eta,0.01\beta,m})^{\pm 1} \right)^3 \subset Q^H_{\eta,\beta,m}.
\]

(2) For all \( 0 \leq \beta \leq \eta \leq 1, \ t, \ m > 0, \) and all \( |r| \leq 2 \), we have

\[
(Q^H_{\beta^2,m} \pm 1) \cdot a_m u_r E_{\eta,t,\beta'} \subset a_m u_r E_{\eta,t,\beta},
\]

where \( \beta' = \beta - 100\beta^2 \).

**Proof.** Recall that for all \( a, b, c, d \) with \( ad - bc = 1 \) and \( a \neq 0 \), we have

\[
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix} = \begin{pmatrix} 1 & 0 \\ c/a & 1 \end{pmatrix} \begin{pmatrix} 1 & b/a \\ 0 & 1/a \end{pmatrix}.
\]

The claim in part (1) follows from this identity.

To see part (2), recall that

\[
(u_s^- a u_r') \cdot (a_m u_r) = a_m u_r u_r^{-1} u_{s^-} u_{e^{-m_r}} u_r
\]

for all \( u_s^- a u_r' \in Q^H_{\beta^2,m} \).

Note that \( e^m |s| \leq \beta^2 \) and \( e^{-m} |r'| \leq \beta^2 \). Let now

\[
(u_c^- a d u_b) \cdot a_t \cdot u_{r''} \in E_{\eta,t,\beta - 100\beta^2}
\]

where \( |c|, |d|, |b| \leq \beta - 100\beta^2, \ |r''| \leq \eta \).

Then

\[
(u_s^- a u_r')(u_m u_r)(u_c^- a_d u_b a_t u_{r''}) = a_m u_r (u_r^{-1} u_{s^-} u_{e^{-m_r}} u_r)(u_c^- a_d u_b) a_t u_{r''}.
\]

Since \( |r| \leq 2 \), we have \( u_r \cdot B^H_{\beta^2} \cdot u_{-r} \subset B^H_{10\beta^2} \). Moreover, \( B^H_{10\beta^2} \cdot B^H_{\beta} \subset B^H_{\beta + 100\beta^2} \). The claim follows.

\[ \square \]
A linear algebra lemma. Note that both $\mathfrak{h}$ and $\mathfrak{r}$ are invariant under the adjoint representation of $H$ on $\mathfrak{g}$; moreover, both of these representations are isomorphic to the adjoint representation of $H$ on $\text{Lie}(H)$.

We will use the following lemma in the sequel

2.4. Lemma (21, Lemma 5.1). Let $1/3 < \alpha < 1$, $0 \neq w \in \mathfrak{g}$, and $t > 0$. Then

$$\int_0^1 \|a_tu_rw\|^{-\alpha} \ dr \leq \frac{C_6}{2 - 2\hat{\alpha}} \|w\|^{-\alpha},$$

where $C_6$ is an absolute constant and $\hat{\alpha} = \frac{1 - \alpha}{4}$.

We will apply the above lemma with $t = \ell m_\alpha$, $\ell \in \mathbb{N}$, where $m_\alpha$ is defined by $\frac{C_6}{2 - 2\hat{\alpha}} e^{-\hat{\alpha} m_\alpha} = e^{-1}$. The choice of $m_\alpha$ and Lemma 2.4 imply

$$(2.12) \quad \int_0^1 \|a_{m_\alpha}u_rw\|^{-\alpha} \ dr \leq e^{-1} \|w\|^{-\alpha}.$$

3. Nondivergence results

In this section, we record some facts which will be used to deal with non-uniform lattices; the results in this section are known to the experts. Our goal here is to tailor these results to our applications in the paper.

Throughout this section, $\Gamma$ is assumed to be non-uniform unless otherwise is explicated. We do not assume $\Gamma$ is arithmetic in this section.

To deal with cases where $\Gamma$ may not be arithmetic, we appeal to some facts from hyperbolic geometry, see Case 1 below. If $\Gamma$ is a non-uniform irreducible lattice in $\text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$, i.e. Case 2 below, $\Gamma$ is arithmetic by a theorem of Selberg — this is a special case of Margulis’ arithmeticity theorem.

3.1. Proposition. There exist $C_7 \geq 1$ with the following property. Let $0 < \varepsilon, \eta < 1$ and $x \in X$. Let $I \subset \mathbb{R}$ be an interval of length at least $\eta$. Then

$$|\{r \in I : \text{inj}(a_tu_rx) < \varepsilon^2\}| < C_7 \varepsilon |I|$$

so long as $t \geq |\log(\eta^2 \text{inj}(x))| + C_7$.

Proposition 3.1 in particular implies that for all $t \geq \log(\eta^2 \text{inj}(x)) + O(1)$ most points in $\{a_tu_rx : r \in I\}$ return to a fixed compact subset of $X$.

For the proof of the proposition, it is more convenient to investigate two separate cases as follows. These are:

Case 1: $G = \text{SL}_2(\mathbb{C})$ or $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$ and $\Gamma$ is reducible.
Case 2: $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$ and $\Gamma$ is irreducible.

The proofs ultimately rely on non-divergence results of Margulis, Dani, and Kleinbock. To prepare the stage for such results to be applicable, in Case 1 we use the thick-thin decomposition from hyperbolic geometry. This will be completed in this section. In Case 2 thanks to Selberg’s theorem $\Gamma$ is an arithmetic lattice. The proof in this case uses explicit reduction theory
of such lattices and and the aforementioned works of Margulis et al; this is given in Appendix [A].

Let us thus assume \( G = \text{SL}_2(\mathbb{C}) \) or \( G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R}) \) and \( \Gamma \) is reducible. Let \( \mathbb{F} \) denote \( \mathbb{R} \) or \( \mathbb{C} \), and let \( \Delta \subset \text{SL}_2(\mathbb{F}) \) be a lattice. Using the thick-thin decomposition of \( \text{SL}_2(\mathbb{F})/\Delta \), there exists a compact subset \( \mathcal{S} \subset \text{SL}_2(\mathbb{F})/\Delta \) and a finite collection of disjoint cusps \( \{ \mathcal{C}_j : 1 \leq j \leq \ell \} \) so that

\[
\text{SL}_2(\mathbb{F})/\Delta = \mathcal{S} \bigsqcup \bigcup_{j=1}^{\ell} \mathcal{C}_j.
\]

Each cusp \( \mathcal{C}_j \) corresponds to the \( \Delta \)-orbit of a parabolic fixed point of \( \Delta \)
in \( \partial \mathbb{H}^d \), \( d = 2 \) or \( 3 \) depending on \( \mathbb{F} \); alternatively, \( \mathcal{C}_j \) corresponds to a tube of closed \( U \)-orbits

\[a_t N g \mathcal{C}_j \subset \text{SL}_2(\mathbb{F}) \quad t < 0 \]

where \( N \) denotes the group of upper triangular unipotent matrices in \( \text{SL}_2(\mathbb{F}) \).

We will also consider a linearized version of the thick-thin decomposition. It is more convenient to identify \( \text{SL}_2(\mathbb{F})/\{ \pm I \} \) with \( \text{SO}(Q) \) where \( Q(v_1, v_2, v_3) = 2v_1v_3 + v_2^2 \) if \( d = 2 \), and \( Q(v_1, v_2, v_3, v_4) = 2v_1v_4 + v_2^2 + v_3^2 \) if \( d = 3 \). We choose this identification so that \( N \) fixes \( e_1 \) where \( \{ e_j \} \) is the standard basis for \( \mathbb{R}^{d+1} \).

If \( d = 2 \), that is \( \mathbb{F} = \mathbb{R} \), we let \( L = \text{SO}(Q) \) and write \( W = \mathbb{R}^3 \). If \( d = 3 \), that is: \( \mathbb{F} = \mathbb{C} \), we let \( L \) be the isometry group of the restriction of \( Q \) to the subspace \( W \) spanned by \( \{ e_1, e_3, e_4 \} \) — in the latter case \( L = H \) and \( h e_2 = e_2 \) for all \( h \in L \). Note that in both cases, the action of \( L \) on \( W \) is isomorphic to the adjoint action of \( \text{SL}_2(\mathbb{R}) \) on its Lie algebra \( \mathfrak{sl}_2(\mathbb{R}) \).

Set \( v_j := g_j^{-1} e_1 \) for \( 1 \leq j \leq \ell \) where \( e_1 \) is the first coordinate vector in \( \mathbb{R}^{d+1} \) and \( g_j \in \text{SL}_2(\mathbb{F}) \). Note that \( \Delta v_j \subset \mathbb{R}^{d+1} \) is a closed (and hence discrete) subset of \( \mathbb{R}^{d+1} \), see e.g. [44, Lemma 6.2].

Given a point \( g \Delta \in \text{SL}_2(\mathbb{F})/\Delta \) we define

\[
\omega_\Delta(g \Delta) = \max \left\{ 2, \max \{ \| g \delta v_j \|^{-1} : \delta \in \Delta, 1 \leq j \leq \ell \} \right\}.
\]

For the following see e.g. [44, §6].

3.2. **Lemma.** Let \( \Delta \subset \text{SL}_2(\mathbb{F}) \) be a lattice. There exists some \( C = C(\Delta) > 0 \) so that the following holds. Assume that \( \omega_\Delta(g \Delta) \geq C \) for some \( g \Delta \in \text{SL}_2(\mathbb{F})/\Delta \). Then there exists some \( 1 \leq j_0 \leq \ell \) and some \( \delta_0 \in \Delta \) so that \( \| g \delta_0 v_{j_0} \|^{-1} = \omega_\Delta(g \Delta) \) and

\[\| g \delta v_j \| > 1/C, \quad \text{for all} \quad (\delta, j) \neq (\delta_0, j_0).\]

We will also use the following elementary lemma.

3.3. **Lemma.** Let \( \eta > 0 \), and let \( I \) be an interval of length at least \( \eta \). There exists some \( C_8 \) so that the following holds. Let \( \rho > 0 \), and let \( v \in \text{SO}(Q)^{\circ} e_1 \). Then

\[
| \{ r \in I : \| a_t u_r v \| \leq c \eta \| v \| \rho^2 \} | \leq C_8 |I|.
\]
Proof. Note that we may assume \( g \) is small compared to absolute constants.

Let us consider the case \( d = 3 \), the other case, i.e., \( d = 2 \), is contained in this case. Recall that \( W \) denotes the \( \mathbb{R} \)-span of \( \{e_1, e_3, e_4\} \); write \( v = c_v e_2 + w_v \) where \( w_v \in W \) and \( c_v \in \mathbb{R} \). Since \( Q(v) = 0 \), we have \( \|w_v\| \geq c\|v\| \) for some absolute constant \( 0 < c < 1 \). Moreover, for every \( h \in L = H \)

\[
(3.1) \quad hv = c_v e_2 + hw_v.
\]

Identifying \( W \) with the adjoint representation of \( H \), for every \( w \in W \) and every \( 0 < \delta < 1 \), let

\[
I(w, \delta) = \{ r \in I : \| (\text{Ad}(u_r)w)_{12} \| \leq 0.01 \delta \eta^2 \|w\| \}
\]

where \( w_{ij} \) is the \((i, j)\)-th entry of \( w \in \mathfrak{sl}_2(\mathbb{R}) \).

A direct computation gives

\[
(3.2) \quad (\text{Ad}(u_r)w)_{12} = -w_{21}r^2 - 2w_{11}r + w_{12}.
\]

Therefore, \( \sup_I \| (\text{Ad}(u_r)w)_{12} \| \geq 0.01 \eta^2 \|w\| \) — recall that \( |I| \geq \eta \). We conclude that \( |I(w, \delta)| \leq C \delta^{1/2} |I| \) for some \( C > 0 \), see e.g. [34, \S 3].

Let \( \delta = 100c^{-1} \eta^2 \), where we assume \( g \) is small enough so that \( \delta < 1 \). Let \( v \) be as in the statement, and define \( w_v \) as above. Then \( \|w_v\| \geq c\|v\| \) and \( |I(w_v, \delta)| \leq 10Cc^{-1/2} \eta |I| \).

Let \( r \in I \setminus I(w_v, \delta) \), then

\[
\| (\text{Ad}(u_r)w_v)_{12} \| \geq c^{-1} \eta^2 \|w_v\| \delta^2.
\]

Since \( a_t \) expands the \((1, 2)\)-entry by a factor of \( e^t \), we conclude

\[
\|a_t u_r v\| \geq \|a_t u_r w_v\| \geq e^t \| (\text{Ad}(u_r)w_v)_{12} \| \geq c^{-1} e^t \eta^2 \|w_v\| \delta^2 \geq e^t \eta^2 \|v\| \delta^2.
\]

The claim thus holds with \( \boxed{C_8 = 10Cc^{-1/2}} \). \( \square \)

Proof of Proposition 3.1: Case 1. Let us first consider \( G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R}) \). Since \( \Gamma \) is reducible, there exists a finite index subgroup \( \Gamma' \subset \Gamma \) so that \( \Gamma' = \Gamma_1 \times \Gamma_2 \). The constant \( \boxed{C_7} \) in Proposition 3.1 is allowed to depend on the index of \( \Gamma' \) in \( \Gamma \), thus, abusing the notation, we replace \( \Gamma \) by \( \Gamma' \) in the remaining parts of the argument. In particular,

\[
X = X_1 \times X_2 = \text{SL}_2(\mathbb{R}) / \Gamma_1 \times \text{SL}_2(\mathbb{R}) / \Gamma_2.
\]

Let us write \( \omega_i \) for \( \omega_\Gamma \), for \( i = 1, 2 \). Define

\[
(3.3) \quad \omega(x) := \max\{\omega_1(x_1), \omega_2(x_2)\}
\]

for all \( x = (x_1, x_2) \in X \).

We denote the corresponding vectors for \( \Gamma_1 \) by \( v_{1j} \), \( 1 \leq j \leq \ell_1 \), and for \( \Gamma_2 \) by \( v_{2k} \), \( 1 \leq k \leq \ell_2 \).

Note that \( \omega(x) \asymp \inj(x)^{-1} \), see e.g. [34, Prop. 6.7]. Therefore, it suffices to prove the proposition with \( \inj(x) \) replaced by \( \omega(x) \).
Let \((g_1, g_2) \in G, (\gamma_1, \gamma_2) \in \Gamma, 1 \leq j \leq \ell_1,\) and \(1 \leq k \leq \ell_2.\) By Lemma 3.3 applied with \(g_1\gamma_1v_{1j}\) and \(g_2\gamma_2v_{2k},\) we conclude

\[
\left| \left\{ r \in I : \|a_tu_r(g_1\gamma_1v_{1j}, g_2\gamma_2v_{2k})\| \leq \epsilon' \eta^2\|g_1v_{1j}, g_2v_{2k}\| \right\} \right| \leq 2C_3|I|
\]

for every \(0 < \varrho < 1.\)

Let \(\varrho_0 = 0.1C_3^{-1},\) and choose \((g_1, g_2) \in G\) so that \(x = (g_1\Gamma, g_2\Gamma).\) Then the above implies that for all \((\gamma_1, \gamma_2) \in \Gamma, 1 \leq j \leq \ell_1,\) and \(1 \leq k \leq \ell_2,\) there exists some \(r \in I\) so that

\[
\|a_tu_r(g_1\gamma_1v_{1j}, g_2\gamma_2v_{2k})\| \geq \epsilon' \eta^2\|g_1\gamma_1v_{1j}, g_2\gamma_2v_{2k}\| \epsilon^2
\]

(3.4)

\[
\geq \epsilon' \eta^2 \omega(x)^{-1} \varrho_0^2.
\]

In view of (3.4), and by choosing \(C_3\) large enough to account for the implicit constant in \(\omega(x) \times \text{inj}(x)^{-1},\) we have

\[
\sup \{ \|a_tu_r(g_1\gamma_1v_{1j}, g_2\gamma_2v_{2k})\| : r \in I \} \geq \varrho_0^2
\]

so long as \(t \geq |\log(\eta^2 \text{inj}(x))| + C_7\)

Therefore, we may apply \([34, \text{Thm. 4.1}]\) and the proposition follows in this case. The argument in the case \(G = \text{SL}_2(\mathbb{C})\) is similar — in light of Lemma 3.2 the use of \([34, \text{Thm. 4.1}]\) simplifies significantly.

As we mentioned the proof in Case 2 is given in Appendix A.

3.4. Proposition. There exists \(0 < \eta_X < 1,\) depending on \(X,\) so that the following holds. Let \(0 < \eta < 1\) and let \(x \in X.\) Let \(I \subset \mathbb{R}\) be an interval of length at least \(\eta.\) Then

\[
|\{ r \in I : a_tu_rx \in X_{\eta_X}\}| \geq 0.09|I|
\]

for all \(t \geq |\log(\eta^2 \text{inj}(x))| + C_7\)

Proof. Apply Proposition 3.1 with \(\epsilon = 0.01C_7^{-1}.\) The claim thus holds with \(\eta_X = \epsilon^2.\)

\(
\)

3.5. The subsets \(X_{\text{cpt}}\) and \(\mathcal{S}_{\text{cpt}}.\) Decreasing \(\eta_X\) if necessary we always assume that \(X \setminus X_{\eta_X}\) is a disjoint union (possibly empty) of finitely many cusps.

If \(X\) is compact, let \(X_{\text{cpt}} = X;\) otherwise, let \(X_{\text{cpt}} = \{ gx : x \in X_{\eta_X}, \|g - I\| \leq 2 \}\) where \(X_{\eta_X}\) is given by Proposition 3.4.

We also fix once and for all a compact subset with piecewise smooth boundary \(\mathcal{S}_{\text{cpt}} \subset G\) which projects onto \(X_{\text{cpt}}.\)

We end this section with the following

3.6. Lemma. Let \(Y\) be a periodic \(H\)-orbit. Then \(\mu_Y(X_{\eta_X}) \geq 0.9\) where \(\mu_y\) denotes the \(H\)-invariant probability measure on \(Y.\)

Proof. Let \(\varphi = 1_{X_y}\), and let \(y \in Y.\) Then by \([33, \text{§2.2.2}]\) we have

\[
\lim_{t \to \infty} \int_0^1 \varphi(a_tu_ry) \, dr = \int \varphi \, d\mu_y.
\]

The lemma thus follows from Proposition 3.4. □
4. FROM LARGE DIMENSION TO EFFECTIVE DENSITY

In this section we use the exponential decay of correlations for the ambient space $X$ to prove Proposition 4.2, which says that expanding translations of subsets of $N$ which are foliated by local $U$ orbits and have dimension close but not necessarily equal to 2 are equidistributed in $X$.

This proposition will be used in the proofs of Theorems 1.1 and 1.3 but it is also of independent interest. The proof is similar to an argument in [58, §3].

Recall our notation from §2: $n(r,s) = u_r v_s$ where $v_s = n(0,s)$ and $u_r = n(r,0) \in U$. Recall also that $a_t n(r,s) a_{-t} = n(e^t(r,s))$ for all $t \in \mathbb{R}$ and all $(r,s) \in \mathbb{R}^2$.

We need the following estimate on the decay of correlations in $X$. There exists $\kappa_X$ depending on $X$ so that

\[
\left| \int \varphi(gx) \psi(x) \, dm_X - \int \varphi \, dm_X \int \psi \, dm_X \right| \ll e^{-\kappa_X d(e,g) S(\varphi) S(\psi)}
\]

for all $\varphi, \psi \in C^\infty_c(X) + \mathbb{C} \cdot 1$ where the implied constant is absolute and $d$ is our fixed right $G$-invariant on $G$, see e.g. [33, §2.4] and references there.

We note that $\kappa_X$ is absolute if $\Gamma$ is a congruence subgroup, see [9, 12, 27].

Here $S(\cdot)$ is a certain Sobolev norm on $C^\infty_c(X) + \mathbb{C} \cdot 1$ which is assumed to dominate $\|\cdot\|_\infty$ and the Lipschitz norm $\|\cdot\|_{\text{Lip}}$. Moreover, $S(g.f) \ll \|g\|^* S(f)$ where the implied constants are absolute.

Let us put

\[
\bar{C}_X = \eta_X^{-1} \text{vol}(G/\Gamma)
\]

where $\eta_X$ is as in Proposition 3.4 and $\text{vol}(G/\Gamma)$ is computed using the Riemannian metric $d$.

We also need the following statement.

4.1. Proposition ([33, Prop. 2.4.8]). There exists $\kappa_4 \ll \kappa_X$ (where the implied constant is absolute) and an absolute constant $\kappa_5$ so that the following holds. Let $0 < \eta < 1$, $t > 0$, and $x \in X_\eta$. Then for every $f \in C_c^\infty(X) + \mathbb{C} \cdot 1$,

\[
\left| \int_{B_N(0,1)} f(a_{t}n.x) \, dn - \int f \, dm_X \right| \leq C_9 \eta^{-1} \bar{C}_X S(f) e^{-\kappa_4}
\]

where $B_N(0,1) = \{u_r v_s : 0 \leq r,s \leq 1\}$, the measure on $N$ is normalized so that $B_N(0,1)$ has measure 1, and $C_9 \leq L \bar{C}_X$ for an absolute constant $L$ and $\bar{C}_X$ as in (4.2).

Proof. This statement is well known to the experts, see e.g. [33, 32, 43, 31]; we reproduce the argument for the convenience of the reader.

Throughout the argument, the implied exponents are absolute and implied multiplicative constants are $\leq L \bar{C}_X$ for an absolute $L$. Let $0 \leq \phi^+ \leq 1$ be a smooth function supported on $B_N(0,1)$ so that $\int (1 - \phi^+) \, dn \leq e^{-\kappa_t}$
and $S(\varphi^+) \ll e^{*\kappa t}$ for some $\kappa$ which will be optimized later. Then

(4.3) \[ \left| \int_{B_N(0,1)} f(a_t n.x) \, dn - \int_N f(a_t n.x) \varphi^+(n) \, dn \right| \ll \| f \|_\infty e^{-\kappa t}. \]

Recall that $B_N(0,1) X_\eta \subset X_{0.1\eta}$; using a smooth partition of unity argument, we can write $\varphi^+ = \sum_{j=1}^M \varphi_j^+$ so that $M \ll \eta^{-*}, \, S(\varphi_j^+) \ll \eta^{-*} e^{*\kappa t}$, and the map $g \mapsto g y$ is injective on $\text{supp}(\varphi_j^+)$ for all $y \in B_N(0,1). X_\eta$ and all $j$.

In consequence, we may fix one $\varphi_j^+$ for the rest of the argument. Arguing as in \cite[Prop. 2.4.8]{33}, see also \cite[Thm. 2.3]{32}, there exists a compactly supported smooth function $\varphi$ (an $e^{-*t}$-thickening of $\varphi_j^+$ along the weak-stable directions in $G$) so that $S(\varphi) \ll_X \eta^{-*} e^{*\kappa t}$ and

(4.4) \[ \left| \int_N f(a_t n.x) \varphi_j^+(n) \, dn - \int_X f(a_t y) \varphi(y) \, dm_X \right| \ll \| f \|_{\text{Lip}} e^{-\kappa t}, \]

where $\| f \|_{\text{Lip}}$ is the Lipschitz constant of $f$.

Finally in view of (4.1), we have

(4.5) \[ \left| \int f(a_t y) \varphi(y) \, dm_X - \int f \, dm_X \int \varphi \, dm_X \right| \ll \| f \| \| \varphi \|_{\text{Lip}} e^{-\kappa X t} \leq \eta^{-*} e^{*\kappa t} \| f \| e^{-\kappa X t}. \]

The claim follows from (4.3), (4.4), and (4.5) by optimizing $\kappa$. \hfill $\Box$

The following is a generalization of Proposition 4.1 where one replaces the average over $B_N(0,1)$ with an average over certain subsets of dimension close to 2, but not necessarily equal to 2.

4.2. Proposition. There exist $\kappa_6$ and $\varepsilon_0$ (both $\ll \kappa_X$ with an absolute implied constant) so that the following holds. Let $0 \leq \varepsilon \leq \varepsilon_0$ and $0 < b \leq 0.1$. Let $\rho$ be a probability measure on $[0,1]$ which satisfies

(4.6) \[ \rho(J) \leq C b^{1-\varepsilon} \]

for every interval $J$ of length $b$ and a constant $C \geq 1$.

Let $0 < \eta < 1$, $x \in X_\eta$, then

\[ \left| \int_0^1 \int_0^1 f(a_t u_r v_s . x) \, dr \, d\rho(s) - \int f \, dm_X \right| \leq C_1 \eta^{-1/2} \| f \| \| \varphi \|_{\text{Lip}} e^{-\kappa X} \]

for all $|\log b|/4 \leq t \leq |\log b|/2$ and all $f \in C^\infty(X) + C \cdot 1$, where $C_1 \leq L C_X$ for an absolute constant $L$ and $C_X$ as in (4.2).

Proof. We will prove this for the case $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$; the proof in the case $G = \text{SL}_2(\mathbb{C})$ is similar.

Throughout the argument, the implicit multiplicative constants are $\leq L C_X$ for some absolute $L$.

Without loss of generality, we may assume $\int_X f \, dm_X = 0$. 
Let $M \in \mathbb{N}$ be so that $1/M \leq b \leq 1/(M - 1)$. For every $1 \leq j \leq M$, let $I_j = \left[ \frac{j-1}{M}, \frac{j}{M} \right)$; also put $s_j = \frac{2j-1}{2M}$ and $c_j = \rho(I_j)$ for all $j$. Since $I_j$'s are disjoint, we have $\sum_j c_j = 1$.

For all such $j$, let

$$B_j = \{ u_r v_s : r \in [0, 1], s \in (s_j - \frac{b}{4}, s_j + \frac{b}{4}) \}.$$  

In view of the choice of $M$, we have $B_j \cap B_{j'} = \emptyset$ for all $j \neq j'$. Let

$$\varphi = \sum_j 2b^{-1} c_j 1_{B_j}.$$  

Then $\int_N \varphi(n(r,s)) \, dr \, ds = 1$.

We make the following observation. Using (4.6), we have $c_j \leq C b^{1-\varepsilon}$ for all $j$. This and the fact that $B_j$'s are disjoint imply that

$$(4.7) \quad \varphi(n(z)) \leq \max \{ 2b^{-1} c_j : 1 \leq j \leq M \} \leq 2 C b^{-\varepsilon}$$

for all $n(z) \in N$; here and in what follows, $z = (r, s)$ and $dz = dr \, ds$.

Using the fact that $I_j$'s are disjoint, we have

$$\int_0^1 \int_0^1 f(a_t u_r v_s, x) \, dr \, d\rho(s) = \sum_j \int_{I_j} \int f(a_t u_r v_s, x) \, dr \, d\rho(s);$$

thus, we conclude that

$$\left| \int_0^1 \int_0^1 f(a_t u_r v_s, x) \, dr \, d\rho(s) - \sum_j c_j \int f(a_t u_r v_s, x) \, dr \right| \leq \sum_j \int_{I_j} \int |f(a_t u_r v_s, x) - f(a_t u_r v_{s_j}, x)| \, dr \, d\rho(s) \ll S(f) b^{1/2}$$

where we used the facts that $|s - s_j| \leq b$ and $t \leq |\log b|/2$ in the last inequality.

In view of (4.8), thus, we need to bound $\sum_j c_j \int f(a_t u_r v_{s_j}, x) \, dr$. Similar to (4.8), we can now make the following computation.

$$\sum_j \int_0^1 c_j f(a_t n(r + s_j, r), x) \, dr - \int_N \varphi(n(z)) f(a_t n(z), x) \, dz \leq$$

$$\sum_j \int_0^1 2b^{-1} c_j \int_{s_j}^{s_j + \frac{b}{4}} |f(a_t n(r + s_j, r), x) - f(a_t n(r + s, r), x)| \, ds \, dr \ll S(f) b^{1/2}$$

where again we used the facts that $|s - s_j| \leq b$ and $t \leq |\log b|/2$.

Thus, it suffices to investigate

$$A_1 = \int \varphi(n(z)) f(a_t n(z), x) \, dz.$$  

To that end, let $\ell \geq 2$ be a parameter which will be optimized later. Set $\tau = e^{-\frac{1}{\ell^2}}$, and define

$$A_2 := \frac{1}{\tau} \int_0^\tau \int \varphi(n(z)) f(a_t u_r n(z), x) \, dz \, dr;$$  

roughly speaking, we introduce an extra averaging in the direction of $U$.
For every $0 \leq r \leq \tau$, we have $|(B_j + r)\Delta B_j| \ll |B_j|\tau$. Hence,

$$\left| \int \varphi(z)f(a_z u_n(z)x)dz - \int \varphi(z)f(a_z n(z)x)dz \right| \leq \sum_j 2b^{-1}c_j \int_{(B_j + r)\Delta B_j} |f(a_z n(z)x)|dz \leq \sum_j 2b^{-1}c_j |B_j|\tau\|f\|_\infty \leq\|f\|_\infty \tau \ll S(f)\tau;$$

we used $|B_j| = b/2$ for every $j$ and $\sum c_j = 1$, in the one to the last inequality. Averaging the above over $[0, \tau]$, we conclude that

$$(4.10) \quad |A_1 - A_2| \ll S(f)\tau \leq S(f)e^{-t/2} \ll S(f)b^{1/8};$$

recall that $\tau = e^{1-t/4}, \ell \geq 2$, and $t \geq |\log b|/4$.

In consequence, we have reduced to the study of $A_2$ to which we now turn. By the Cauchy-Schwarz inequality, we have

$$|A_2|^2 \leq \int \left( \frac{1}{\tau} \int_0^\tau f(a_z u_n(z)x)dr \right)^2 \varphi(n(z))dz.$$

Now using $\left( \frac{1}{\tau} \int_0^\tau f(a_z u_n(z)x)dr \right)^2 \geq 0$, (4.7), and the above estimate, we conclude

$$(4.11) \quad |A_2|^2 \leq 2Cb^{-\varepsilon} \int_{B(0,1)} \left( \frac{1}{\tau} \int_0^\tau f(a_z u_n(z)x)dr \right)^2 dz$$

where $B(0,1) = B_N(0,1) = \{u_r v_s : 0 \leq r, s \leq 1\}$ has measure 1 with respect to $dz$, and for all $r_1, r_2 \in [0, \tau]$ we put

$$\hat{f(r_1, r_2)} = f(a_z u_{r_1} a_{-t} z) f(a_z u_{r_2} a_{-t} z).$$

Note that $S(\hat{f(r_1, r_2)}) \ll S(f)^2(e^{\ell} \tau) \ll S(f)^2e^{4t/\ell}$. We now choose $\ell$ large enough so that

$$(4.12) \quad S(\hat{f(r_1, r_2)}) \ll S(f)^2 \kappa_4^{1/4}/2.$$

By Proposition 4.1, we have

$$\left| b^{-\varepsilon} \int_{B(0,1)} \hat{f(r_1, r_2)} a_z n(z)x)dz \right| = b^{-\varepsilon} \int_X \hat{f(r_1, r_2)} dm_X$$

$$+ b^{-\varepsilon} \eta^{-1/2} O(S(\hat{f(r_1, r_2)} e^{-\kappa_4})).$$

Recall from (4.12) that $S(\hat{f(r_1, r_2)}) e^{-\kappa_4} \leq S(f)^2 e^{-\kappa_4}/2$. Moreover, since $t \geq |\log b|/4$ if we assume $\varepsilon \leq \kappa_4/16$, then $e^{-\kappa_4/2b^{-\varepsilon}} \leq b^{\kappa_4/16}$. Altogether, we
conclude that
\[ (4.13) \quad \left| b^{-\varepsilon} \int_{B(0,1)} \hat{f}_{r_1,r_2}(a_t n(z)x) \, dz \right| = b^{-\varepsilon} \int_X \hat{f}_{r_1,r_2} \, dm_X \]
\[ + \mathcal{S}(f)^2 \eta^{-\varepsilon/2} \kappa_4^{16}. \]

We now use estimates on the decay of matrix coefficients, (4.1), together with the fact that \( d(e,u_t) \geq |t| \), and obtain the following bound.
\[ (4.14) \quad \left| \int_X \hat{f}_{r_1,r_2}(x) \, dm_X \right| \ll \mathcal{S}(f)^2 e^{-\kappa_X t/\ell^2} \text{ if } |r_1 - r_2| > \tau^{-1/2}. \]

Divide now the integral \( \int_0^\tau \int_0^\tau \) in (4.11) into terms: one with \( |r_1 - r_2| > \tau^{-1/2} \) and the other its complement. We thus get from (4.11), (4.13), and (4.14) that
\[ |A_2|^2 \ll C \eta^{-1/2} \mathcal{S}(f)^2 \left( b^{-\varepsilon} \left( e^{-\kappa_X t/\ell^2} + e^{1+\varepsilon - \ell^2/\ell^2} \right) + b^{\kappa_4/16} \right). \]

Finally if \( \varepsilon \leq \kappa_4/L \) for a large enough \( L \), this estimate, together with (4.8), (4.9), and (4.10), finishes the proof. □

5. A Marstrand type projection theorem

In this section, we combine a certain projection theorem with some arguments in homogeneous dynamics to prove Proposition 5.1. The outcome of this proposition will serve as an input when we apply Proposition 4.2.

5.1. Proposition. Let \( 0 < \eta < 0.01 \eta_X \), and let \( 0 < 100 \varepsilon < \alpha < 1 \). Suppose there exist \( x_1 \in X_\eta \) and \( F \subset B_r(0, \eta^2) \), containing 0, so that
\[ F := \{ \exp(w)x_1 : w \in F \} \subset X_\eta \text{ and } \]
\[ \sum_{w' \in F \setminus \{w\}} \|w - w'||^{-\alpha} \leq D \cdot (\#F)^{1+\varepsilon} \text{ for all } w \in F, \]
for some \( D \geq 1 \).

Assume further that \( \#F \) is large enough, depending explicitly on \( \eta \) and \( \varepsilon \). Then exists a finite subset \( I \subset [0,1] \), some \( b_1 > 0 \) with
\[ (\#F)^{-\frac{3}{3-\alpha+5\varepsilon}} \leq b_1 \leq (\#F)^{-\varepsilon}, \]
and some \( x_2 \in X_\eta \cap (a_{|\log(b_1)|} \cdot \{ u_r : |r| \leq 2 \}). \]

so that both of the following statements hold true.

(1) The set \( I \) supports a probability measure \( \rho \) which satisfies
\[ \rho(J) \leq C' \cdot |J|^\alpha \]
for all intervals \( J \) with \( |J| \geq (\#F)^{-\frac{15\varepsilon}{3-\alpha+25\varepsilon}} \), where \( C'_\varepsilon \ll \varepsilon^{-\star} \) (with absolute implied constants).

(2) There is an absolute constant \( C \), so that for all \( s \in I \), we have
\[ v_s x_2 \in \left( B^G_{C b_1} \cdot a_{|\log(b_1)|} \cdot \{ u_r : |r| \leq 2 \} \right). \]
The proof of Proposition 5.1 is based on the following projection theorem. This theorem may be thought of as a finitary version of the work of Käenmäki, Orponen, and Venieri, [30]. Its proof, which is given in Appendix B, is based on the works of Wolff and Schlag, [59, 52] which in turn relies on a cell decomposition theorem of Clarkson, Edelsbrunner, Guibas, Sharir, and Welzl [11].

5.2. Theorem. Let \(0 < \alpha, b_0, b_1 < 1\) (\(\alpha\) should be thought of fixed, and \(b_0 < b_1\) as small). Let \(E \subset B_r(0, b_1)\) be so that
\[
\frac{\#(E \cap B_r(w, b))}{\#E} \leq D' \cdot \left(\frac{b}{b_1}\right)^{-\alpha}
\]
for all \(w \in \tau\) and all \(b \geq b_0\), and some \(D' \geq 1\). Let \(\kappa < 0\), and let \(J \subset \mathbb{R}\) be an interval. There exists \(J' \subset J\) with \(|J'| \geq 0.9|J|\) satisfying the following. Let \(r \in J'\), then there exists a subset \(E_r \subset E\) with
\[
\frac{\#E_r}{\#E} \geq 0.9 \cdot (\#E)
\]
such that for all \(w \in E_r\) and all \(b \geq b_0\), we have
\[
\frac{\#\{w' \in E : |\xi_r(w') - \xi_r(w)| \leq b\}}{\#E} \leq C_\kappa \cdot \left(\frac{b}{b_1}\right)^{\alpha - 7\kappa}
\]
where \(C_\kappa\) is a constant which depends polynomially on \(\kappa\), \(|J'|\), and \(D'\), and
\[
(5.3) \quad \xi_r(w) = (\text{Ad}(u_r)w)_{12} = -w_{21}r^2 - 2w_{11}r + w_{12}.
\]
with \(w_{ij}\) denoting the \((i, j)\)-th entry of \(w \in \tau\).

The proof of Proposition 5.1 will also use the following version of [6, Lemma 5.2], see also [5]. We reproduce the argument in Appendix C.

5.3. Lemma. Let \(F \subset B_r(0, 1)\) be a subset which satisfies (5.1). Then there exist \(w_0 \in F\), \(b_1 > 0\), with
\[
(\#F)^{-\frac{3 - \alpha + 5\varepsilon}{3 - \alpha + 20\varepsilon}} \leq b_1 \leq (\#F)^{-\varepsilon},
\]
and a subset \(F' \subset B_r(w_0, b_1) \cap F\) so that the following holds. Let \(w \in \tau\), and let \(b \geq (\#F)^{-1}\). Then
\[
\frac{\#(F' \cap B(w, b))}{\#F'} \leq C' \cdot \left(\frac{b}{b_1}\right)^{\alpha - 20\varepsilon}
\]
where \(C' \ll \varepsilon^{-*}\) with absolute implied constants.

We now begin the proof of the proposition.

Proof of Proposition 5.1. The general strategy is straightforward. First we apply Lemma 5.3 to replace the set \(F\) with a local version of it, i.e., we replace \(F\) with \(F' \subset B_r(w_0, b_1) \cap F\). Then using Theorem 5.2 we project the dimension in \(\tau\) to the direction of \(\text{Lie}(V) = \tau \cap \text{Lie}(N)\). Finally, we use the action of \(A\) to expand this subset of \(V\) to size 1.

The details however are a bit more involved, in particular, we need to carefully control the size of various elements; we also need to use Proposition 3.1 (when \(X\) is not compact) to ensure returns to \(X\).
Throughout the proof, we will assume \( \#F \) is large enough so that
\[
(#F)^{-\epsilon} \leq (2C_5C_7)^{-1} \eta^3,
\]
see Lemma 2.1 and Proposition 3.1.

**Localizing the entropy.** Apply Lemma 5.3 with \( F \) as in the proposition. Let \( w_0 \in F, b_1 > 0, \) and \( F' \subset B_{C}(w_0,b_1) \cap F \) be given by that lemma; in particular, we have
\[
(#F)^{-\alpha + \frac{5\epsilon}{2}} \leq b_1 \leq (\#F)^{-\epsilon}.
\]
Replacing \( w_0 \) with a different point in \( F \) and increasing \( C' \) if necessary, we will assume that \( F' \subset B_{C'}(w_0,b_1/(6C_5)) \cap F \). In view of Lemma 2.1, for all \( w' \in F' \), there exist \( h \in H \) and \( w \in \tau \) so that
\[
\begin{aligned}
&\text{(5.6) } h \exp(w) = \exp(w') \exp(-w_0) \\
&\|h - I\| \leq b_1'/3 \quad \text{and} \quad \|w\| \leq 2\|w_0 - w'\| \leq b_1/(3C_5).
\end{aligned}
\]
Set
\[
(5.7) \quad E = \{ w \in \tau : \exists h \in H, w' \in F' \text{ so that } h, w, w_0, w' \text{ satisfy (5.6)} \}.
\]

**5.4. Lemma.** Let the notation be as above. Then
\[
(5.8) \quad \frac{\#(E \cap B(w,b))}{\#E} \leq \hat{C} \cdot (b/b_1)^{\alpha - 20\epsilon}
\]
for all \( w \in \tau \) and \( b \geq (\#F)^{-1} \) where \( \hat{C} \leq 2C' \).

This lemma is proved after the completion of the proof of the proposition. Let \( x_2' := \exp(w_0)x_1 \), and let \( w' \in F' \). Then if \( h \) and \( w \) are as in (5.6),
\[
(5.9) \quad h \exp(w)x_2' = \exp(w') \exp(-w_0) \exp(w_0)x_1 = \exp(w')x_1 \in \mathcal{F}.
\]

We also need the following elementary lemma whose proof will be given after the completion of the proof of the proposition.

**5.5. Lemma.** There exists \( r_0 \in [0,1] \) and a subset
\[
\bar{E} \subset \text{Ad}(u_{r_0})E \cap \{ w \in B_\epsilon(0,\eta) : |w_{12}| \geq 10^{-3}\|w\| \}
\]
so that \( \#\bar{E} \geq \#E/4 \).

Thanks to Lemma 5.5, we may replace \( x_2' \) by \( u_{r_0}x_2' \) for some \( r_0 \in [0,1] \) and \( \bar{E} \) by a subset \( E \) with \( \#\bar{E} \geq \#E/4 \), to ensure that
\[
(5.10) \quad E \subset \{ w \in B_\epsilon(0,\eta) : |w_{12}| \geq 10^{-3}\|w\| \}
\]
where \( w_{12} \) denotes the \((1,2)\)-th entry of \( w \in \tau \), see (5.3). Note that (5.8) holds for the new \( E \) with \( 4\hat{C} \), we suppress the factor 4.
Estimates on the size of elements. Let $t = |\log(b_1)|$. By (5.9), for all $r \in [0, 1]$, we have
\begin{equation}
(5.11) \quad a_t u_r h \exp(w).x'_2 \in a_t \cdot \{u_r : r \in [0, 1]\} \cdot \mathcal{F},
\end{equation}
where $w \in E$, i.e., $h \exp(w) = \exp(w') \exp(-w_0)$. We now investigate properties of the element $a_t u_r h \exp(w) u_{-r} a_{-t}$. In view of (5.6) and the definition of $w$, we have
\begin{equation}
(5.12a) \quad \| \text{Ad}(a_t u_r) w \| \leq 1, \quad \text{and}
(5.12b) \quad \| a_t u_r h u_{-r} a_{-t} - I \| \leq b_1;
\end{equation}
note, moreover, that $a_t u_r h u_{-r} a_{-t} \in H$.
In view of (5.10), for all $|r| \leq 10^{-4}$ we have
\begin{equation}
\|(\text{Ad}(u_r) w)_{12}\| \geq 10^{-4}\|w\|.
\end{equation}
Therefore, for all $|r| \leq 10^{-4}$, we have
\begin{equation}
\text{Ad}(a_t u_r) w = \left(\begin{array}{cc}
v_{11} & v_{12} \\
v_{21} & v_{22}
\end{array}\right)
\end{equation}
where $|v_{11}|, |v_{22}| \leq 10^4 e^{-t} |v_{12}|$ and $|v_{21}| \leq 10^4 e^{-2t} |v_{12}|$. Hence for $|r| \leq 10^{-4}$, we have
\begin{equation}
a_t u_r h \exp(w).x'_2 = (a_t u_r h u_{-r} a_{-t}) \cdot g \cdot \exp(e^t (\text{Ad}(u_r) w)) \cdot a_t u_r x'_2;
\end{equation}
for some $g \in G$ which in view of the estimate in (5.12a) satisfies
\begin{equation}
(5.13) \quad \| g - I \| \ll b_1
\end{equation}
with an absolute implied constant.

Using (5.11) and (5.12b), we conclude that
\begin{equation}
(5.14) \quad \exp(e^t (\text{Ad}(u_r) w)) \cdot a_t u_r x'_2 \in \left(\mathcal{B}^G_{C_b} \cdot \mathcal{B}^H_{C_b} : a_t \cdot \{u_r : r \in [0, 1]\}\right) \cdot \mathcal{F},
\end{equation}
where $C$ is an absolute constant.

Applying Theorem 5.2. We now choose a particular $|r| \leq 10^{-4}$ in order to the define the set $I$ in Proposition 5.1. This choice is based on Proposition 3.1 and Theorem 5.2.
Recall that $t = |\log(b_1)|$ and
\begin{equation}
(5.15) \quad b_1 \leq (\# F)^{-\varepsilon} \leq (2C_2C_7^{-1})^{-1} \eta^3.
\end{equation}
Apply Proposition 3.1 with $t$, $x'_2 = \exp(w_0) x_1 \in X_\eta$, and the interval $J = [-10^{-4}, 10^{-4}]$. Then if we set
\begin{equation}
(5.16) \quad J'' = \{r : |r| \leq 10^{-4}, a_t u_r \cdot x'_2 \in X_\eta\}
\end{equation}
by the proposition $|J''| > 0.9 \cdot 2 \cdot 10^{-4}$.
We also apply Theorem 5.2 with $E$, $J = [-10^{-4}, 10^{-4}]$, $\alpha = 20 \varepsilon$, and $\kappa = \varepsilon$. Let $J'$ be given by that Theorem. Fix some $r \in J' \cap J''$ for the remainder of the argument.
Put $x_2 := a_t u_r \cdot x'_2$. By definition of $J''$ in (5.16), $x_2 \in X_\eta$, and by (5.14)
\begin{equation}
(5.17) \quad \exp(e^t (\text{Ad}(u_r) w)) \cdot x_2 \in \left(\mathcal{B}^G_{C_b} \cdot \mathcal{B}^H_{C_b} : a_t \cdot \{u_r : r \in [0, 1]\}\right) \cdot \mathcal{F}.
\end{equation}
In the notation of Theorem 5.2 put
\[ I := \{ e^t \xi_r(w) : w \in E_r \}; \]
recall that \( \xi_r(w) = (\text{Ad}(a_r r_0)w)_{12} \). We will show that the proposition holds with \( x_2, I, \) and \( b_1 \). First note that the claimed bound (5.18) on \( b_1 \) in the statement of the proposition holds in view of (5.5). The assertion in part (2) of the proposition also holds by (5.17).

Thus it only remains to establish (1) of the proposition. Let \( \rho \) be the pushforward of the normalized counting measure on \( E_r \) under the map \( w \mapsto e^t \xi_r(w) \). That is,
\[ \rho(K) = \frac{\# \{ w \in E_r : e^t \xi_r(w) \in K \}}{\# E_r} \]
for any interval \( K \subset \mathbb{R} \).

Recall again that \( e^{-t} = b_1 \). Let \( w \in E_r \), and put \( s = e^t \xi_r(w) \). By Theorem 5.2 and in view of the fact that \( \# E_r \geq 0.9 \cdot (\# E) \), for every \( b \geq e^t \cdot (\# F)^{-1} \), we have that
\[ \rho(\{ s' \in I : |s - s'| \leq b \}) = \frac{\# \{ w' \in E_r : |\xi_r(w') - \xi_r(w)| \leq e^{-t}b \}}{\# E_r} \]
\[ \leq \tilde{C}_\varepsilon \cdot (e^{-t}b/b_1)^{\alpha - 27\varepsilon} = \tilde{C}_\varepsilon b^{\alpha - 27\varepsilon} \]
where \( \tilde{C}_\varepsilon \ll \varepsilon^{-*} \).

Using the estimate in (5.5), we have
\[ e^t \cdot (\# F)^{-1} \leq (\# F)^{\frac{15\varepsilon}{\beta - \alpha + 20\varepsilon}}; \]
this estimate and (5.18) finish the proof of part (1). \( \square \)

**Proof of Lemma 5.3.** Let \( \bar{\eta} \leq 0.01 \), and let \( w_0 \in B_\varepsilon(0, \bar{\eta}) \). Define the map \( f : B_\varepsilon(0, \bar{\eta}) \to B_\varepsilon(0, 2\bar{\eta}) \) by \( f(w') = w \) where
\[ h \exp(w) = \exp(w') \exp(-w_0) \quad \text{with} \quad h \in B_\varepsilon(0, \bar{\eta}) \]
and \( w \in B_\varepsilon(0, 2\bar{\eta}) \).

By the Baker-Campel-Hausdorff formula, see Lemma 2.1 \( f \) is a diffeomorphism. Moreover, we have
\[ \| D_w f(\pm 1) - I \| \leq 0.1 \]
for all \( w' \in B_\varepsilon(0, \bar{\eta}) \), in particular, \( D_w f(\pm 1) \) is invertible for all \( w' \in B_\varepsilon(0, \bar{\eta}) \).

We conclude that \( \# f(E) = \# E \), and
\[ \# (B_\varepsilon(w, b) \cap f(E')) \leq \# (B_\varepsilon(f^{-1}(w), 2b) \cap E') \]
for all \( b \leq \bar{\eta} \). The claim follows. \( \square \)

**Proof of Lemma 5.5.** This is a consequence of the fact that the adjoint action of \( H \) on \( \mathfrak{r} \) is irreducible; the argument below is based on explicit computations.

Recall that \( \| w \| = \max \{ |w_{12}|, |w_{21}|, |w|_2 \} \); moreover, recall that
\[ (\text{Ad}(u_r)w)_{12} = -w_{21} r^2 - 2w_{11} r + w_{12}. \]
Now if
\[ \# \{ w \in E : |w_{12}| \geq 0.001\|w\| \} \geq \#E/4, \]
then the claim holds with \( r_0 = 0. \)

Therefore, we assume \( \# \hat{E} \geq 3 \cdot (\#E/4) \) where \( \hat{E} = \{ w \in E : |w_{12}| \leq 0.001\|w\| \} \). If
\[ \# \{ w \in \hat{E} : |w_{11}| \geq 0.1\|w\| \} \geq \#E/4, \]
then the claim holds with \( r_0 = 0.1 \) and the set on the left side of the above.

Therefore, we may assume
\[ \# \{ w \in \hat{E} : |w_{11}| \leq 0.1\|w\| \} \geq \#E/2. \]
For every \( w \) in the set on the left side of the above, \( \|w\| = |w_{21}| \). The claim now holds with \( r_0 = 0.9 \) and the set on the left side of the above. \( \square \)

6. A closing lemma

For the proof of Theorem 1.1, one needs to guarantee that a certain initial separation is satisfied. This is the task in this section. This initial separation estimate is then bootstrapped in §7 to give a better (finitary) dimension estimate that is used to conclude the theorem. Throughout this section, \( \Gamma \) is assumed to be arithmetic. Indeed, this section is the only place where arithmeticity of \( \Gamma \) is used in this paper, more specifically Lemma 6.2.

Recall from (2.9) the definition
\[ \mathcal{E}_{\eta,t,\beta} = B_H^H \cdot a_t \cdot \{ u_r : r \in [0, \eta] \} \subset H; \]
recall also that we always assume \( e^{-0.01t} < \beta < 1 \), and in this section we will be mainly interested in the case \( \eta = 1 \); to simplify the notation, we will write \( \mathcal{E}_t \) for \( \mathcal{E}_{1,t,\beta} \).

Let \( x \in X \) and \( t > 0 \). For every \( z \in \mathcal{E}_t.x \), put
\[ I_t(z) := \{ w \in \mathfrak{r} : 0 < \|w\| < \text{inj}(z), \exp(w)z \in \mathcal{E}_t.x \}. \]
Note that this is a finite subset of \( \mathfrak{r} \). In (7.3), we will define \( I_E(h, z) \) for all \( h \in H \) and more general sets \( \mathcal{E} \).

Let \( 0 < \alpha < 1 \). Define the function \( f_{t,\alpha} : \mathcal{E}_t.x \to [2, \infty) \) (which we will later use as a Margulis function in the bootstrap phase of the proof) as follows
\[ f_{t,\alpha}(z) = \begin{cases} \sum_{w \in I_t(z)} \|w\|^{-\alpha} & \text{if } I_t(z) \neq \emptyset, \\ \text{inj}(z)^{-\alpha} & \text{otherwise}. \end{cases} \]

The following is the main result of this section.
6.1. Proposition. There exists $D_0$ (which depends explicitly on $\Gamma$) satisfying the following. Let $D \geq D_0 + 1$, and let $x_0 \in X$. Then for all large enough $t$ (depending explicitly on $\text{inj}(x_0)$ and $X$) at least one of the following holds.

1. There is some $x \in X_{\text{cpt}} \cap E_{t,x_0}$ such that
   
   (a) $h \mapsto hx$ is injective on $E_t$.
   
   (b) For all $z \in E_{t,x}$, we have
   $$f_{t,\alpha}(z) \leq e^{Dt}.$$  

2. There is $x' \in X$ such that $H.x'$ is periodic with
   $$\text{vol}(H.x') \leq e^{D_0 t} \quad \text{and} \quad d_X(x', x_0) \leq e^{(-D+D_0)t}.$$  

The proof we give here is similar to that of Margulis and the first named author in [37, Lemma 5.2]. A certain Diophantine condition (namely, inheritable boundedness condition) is used in the formulation of loc. cit. to guarantee in particular that our initial point is not close to a periodic $U$ orbit. We do not need such a condition here since we consider essentially translations of local $U$ orbits by expanding elements in $A$, and not long orbits of $U$ (this is reminiscent of a result of Nimish Shah [54, Thm. 1.1]). As in [37] the argument is elementary; a result of similar spirit to our Proposition 6.1 is proved by Einsiedler, Margulis, and Venkatesh in [17, Prop. 13.1] using property-$\tau$, i.e. a uniform spectral gap.

Let us begin with some preliminary statements. In Proposition 6.1, we are allowed to choose $t$ large depending on $\Gamma$. Therefore, by passing to a finite index subgroup, we will assume $\Gamma$ is torsion free.

It is more convenient to consider $G$ as the set of $\mathbb{R}$-points of an algebraic group defined over $\mathbb{R}$ — this way $H$ can be realized as an algebraic subgroup of $G$. To that end, we let $G = SL_2 \times SL_2$ if $G = SL_2(\mathbb{R}) \times SL_2(\mathbb{R})$. If $G = SL_2(\mathbb{C})$, we let $G = \text{Res}_{\mathbb{C}/\mathbb{R}}(SL_2)$. In either case, $G$ is defined over $\mathbb{R}$ and $G = G(\mathbb{R})$.

Recall that $\Gamma$ is assumed to be arithmetic. Therefore, there exists a semisimple $\mathbb{Q}$-group $\tilde{G} \subset SL_M$, for some $M$, and an epimorphism $\rho : G(\mathbb{R}) \to G(\mathbb{R}) = G$ of $\mathbb{R}$-groups with compact kernel so that

$$\Gamma \text{ is commensurable with } \rho(G(\mathbb{Z}))$$

where $\tilde{G}(\mathbb{Z}) = \tilde{G}(\mathbb{R}) \cap SL_M(\mathbb{Z})$. Note that $\tilde{G}$ is $\mathbb{Q}$-almost simple unless $\Gamma \subset SL_2(\mathbb{R}) \times SL_2(\mathbb{R})$ is a reducible lattice, in which case, $	ilde{G}$ has two $\mathbb{Q}$-almost simple factors.

Let $\tilde{\mathfrak{g}} = \text{Lie}(	ilde{G}(\mathbb{R}))$, this Lie algebra has a natural $\mathbb{Q}$-structure. Moreover, $\tilde{\mathfrak{g}}_\mathbb{Z} := \tilde{\mathfrak{g}} \cap \mathfrak{sl}_M(\mathbb{Z})$ is a $\tilde{G}(\mathbb{Z})$-stable lattice in $\tilde{\mathfrak{g}}$.

We continue to write $\text{Lie}(G) = \mathfrak{g}$ and $\text{Lie}(H) = \mathfrak{h}$; these are considered as 6-dimensional (resp. 3-dimensional) $\mathbb{R}$-vector spaces.

Let $v_H$ be a unit vector on the line $\wedge^3 \mathfrak{h}$. Note that

$$N_G(H) = \{ g \in G : gv_H = v_H \}$$

which contains $H$ as a subgroup of index two.
Recall also that we fixed a compact subset $\mathcal{S}_{\text{cpt}} \subset G$ which projects onto $X_{\text{cpt}}$, see §3.5 for the notation.

### 6.2. Lemma. There exist $C_{11}$ and $\kappa_7$ depending on $M$ and $\mathcal{S}_{\text{cpt}}$, so that the following holds. Let $\gamma_1, \gamma_2 \in \Gamma$ be two non-commuting elements. If $g \in \mathcal{S}_{\text{cpt}}$ is so that $\gamma_i g^{-1}v_H = g^{-1}v_H$ for $i = 1, 2$, then $Hg\Gamma$ is a closed orbit with

$$\text{vol}(Hg\Gamma) \leq C_{11}\left(\max\{\|\gamma_1^{\pm 1}\|, \|\gamma_2^{\pm 1}\|\}\right)^{\kappa_7}.$$  

**Proof.** In view of our assumption in the lemma, we have

$$\left\langle \gamma_1, \gamma_2 \right\rangle \subset \text{Stab}_G(g^{-1}v_H) = N_G(g^{-1}Hg).$$

We claim that $\Lambda := \langle g\gamma_1 g^{-1}, g\gamma_2 g^{-1} \rangle \cap H$ is Zariski dense in $H$. Indeed since $\langle \gamma_1, \gamma_2 \rangle$ is a torsion free, non-commutative, discrete subgroup of $N_G(g^{-1}Hg)$, we have $\Lambda$ is discrete and torsion free. This and the fact that $H \simeq \text{SL}_2(\mathbb{R})$ imply that if $\Lambda$ is non-commutative, then it is Zariski in $H$. Assume thus that $\Lambda$ is commutative; then up to conjugation by some $h \in H$, it is either a unipotent or a diagonal subgroup of $H$. Recall now that $N_G(H) = HC$ where $C$ is the center of $G$ if $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$ and $C = \langle \text{diag}(i, -i) \rangle$ if $G = \text{SL}_2(\mathbb{C})$. In particular, $\langle g\gamma_1 g^{-1}, g\gamma_2 g^{-1} \rangle \subset \Lambda h^{-1}C h$. This implies that $\langle g\gamma_1 g^{-1}, g\gamma_2 g^{-1} \rangle$ is either commutative or has torsion elements both possibilities lead to a contradiction.

Let $L$ be the Zariski closure of $\langle \gamma_1, \gamma_2 \rangle$. In view of the above discussion,  

$$g^{-1}Hg \subset L(\mathbb{R}) \subset N_G(g^{-1}Hg).$$

Since $H$ has index 2 in $N_G(H)$, replacing $\gamma_i$ by $\gamma_i^2$ if necessary we assume that $L(\mathbb{R}) = g^{-1}Hg$.

Let $\tilde{\gamma}_i \in \tilde{G}(\mathbb{Z})$ be so that $\rho(\tilde{\gamma}_i) = \gamma_i$. Then the Zariski closure $\tilde{L}$ of $\langle \tilde{\gamma}_1, \tilde{\gamma}_2 \rangle$ is semisimple and $\rho(L(\mathbb{R})) = L(\mathbb{R})$. Therefore, in view of a theorem of Borel and Harish-Chandra [4, Thm. 7.8], we have $L(\mathbb{R}) \cap G(\mathbb{Z})$ is a lattice in $L(\mathbb{R})$.

This implies that $L(\mathbb{R})\Gamma$ is a periodic orbit, which in view of (6.3) implies that $Hg\Gamma$ is a periodic orbit.

We now turn to the proof of the second claim. Let $\tilde{I} = \text{Lie}(\tilde{L}(\mathbb{R})) \subset \tilde{g}$. Then $\tilde{I}$ is a rational subspace of $\tilde{g}$; we will show that the height of this subspace is $\ll \Theta^*$ where $\Theta := \max\{\|\gamma_1^{\pm 1}\|, \|\gamma_2^{\pm 1}\|\}$. That is to say: $\tilde{I}$ has a basis consisting of vectors in $\tilde{g}(\mathbb{R}) \cap \tilde{I}$ with norm $\ll \Theta^*$.

Indeed by Chevalley’s theorem and the fact that $L(\mathbb{R})$ is semisimple (hence it has no character), there exists a finite dimensional $\mathbb{Q}$-representation $\Phi$ of $\tilde{G}$ with the following property. Let $\Phi^0$ denote the vectors in $\Phi_\mathbb{R}$ which are fixed by $L(\mathbb{R})$, then

$$\tilde{L}(\mathbb{R}) = \{g \in \tilde{G}(\mathbb{R}) : g.q = q, \text{ for all } q \in \Phi^0\};$$

in terms of the Lie algebras, this is $\tilde{I} = \{w \in \tilde{g} : w.\Phi^0 = 0\}$.

Since $\langle \tilde{\gamma}_1, \tilde{\gamma}_2 \rangle$ is Zariski dense in $\tilde{L}$, we conclude that $\Phi^0$ is a rational subspace with height $\ll (\max\{\|\gamma_1^{\pm 1}\|, \|\gamma_2^{\pm 1}\|\})^* \ll \Theta^*$; we used the fact that $\rho(\tilde{\gamma}_i) = \gamma_i$ to replace $\|\tilde{\gamma}_i^{\pm 1}\|$ with $\|\gamma_i^{\pm 1}\|$ for $i = 1, 2$. 

Using this and the fact that \( \tilde{I} = \{ w \in \tilde{g} : w.\Phi^0 = 0 \} \), we conclude that height of \( \tilde{I} \) is \(< \Theta^* \) as we claimed. This height bound implies that

\[
\text{vol}(\tilde{L}(\mathbb{R})\tilde{G}(\mathbb{Z})) \ll \Theta^*.
\]

see e.g. [17, §17], or [16] App. B (see also [18, §2], which treats the case of tori; the proof there works for the semisimple case as well).

We deduce that \( \text{vol}(L(\mathbb{R})\Gamma) \ll \Theta^* \); recall that the kernel of \( \rho \) is compact and \( (L(\mathbb{R}) = \rho(L(\mathbb{R})) \). The claimed bound on \( \text{vol}(Hg\Gamma) \) now follows in view of \([6.3]\) and the fact that \( g \in \mathcal{G}_\text{cpt} \).

\[\blacksquare\]

We also need the following lemma.

6.3. Lemma. There exist \( \kappa_8, \kappa_9, \) and \( C_{12} \) so that the following holds. Let \( \gamma_1, \gamma_2 \in \Gamma \) be two non-commuting elements, and let

\[
\delta \leq C_{12}^{-1} \left( \max \{ \| \gamma_1^{\pm 1} \|, \| \gamma_2^{\pm 1} \| \} \right)^{\kappa_9}.
\]

Suppose there exists some \( g \in \mathcal{G}_\text{cpt} \) so that \( \gamma_i g^{-1}v_H = \epsilon_i g^{-1}v_H \) for \( i = 1, 2 \) where \( \| \epsilon_i - I \| \leq \delta \). Then, there is some \( g' \in G \) such that

\[
\| g' - g^{-1} \| \leq C_{12} \delta \left( \max \{ \| \gamma_1^{\pm 1} \|, \| \gamma_2^{\pm 1} \| \} \right)^{\kappa_9}
\]

and \( \gamma_i g'v_H = g'v_H \) for \( i = 1, 2 \).

\textbf{Proof.} This is essentially proved in [17, §13.3, §13.4], we recall parts of the argument for the convenience of the reader.

With a slight change in the notation from the proof of the previous lemma, let \( \tilde{L} \) be the \( \mathbb{R} \)-group defined by \( \tilde{L}(\mathbb{R}) = \rho^{-1}(g^{-1}Hg) \subset \tilde{G}(\mathbb{R}) \), and let \( d = \text{dim}(\tilde{L}(\mathbb{R})) \). Fix a unit vector \( v_0 \) on the line \( \Lambda^d(\text{Lie}(\tilde{L}(\mathbb{R}))) \).

Let also \( \tilde{\gamma}_i \in \tilde{G}(\mathbb{Z}) \) be so that \( \rho(\tilde{\gamma}_i) = \gamma_i \), for \( i = 1, 2 \). Then [17 Lemma 13.1] holds true for linear transformation

\[
A = (\tilde{\gamma}_1 - I) \oplus (\tilde{\gamma}_2 - I)
\]

from \( \Lambda^d \tilde{g} \) to \( \Lambda^d \tilde{g} \oplus \Lambda^d \tilde{g} \). Therefore, there exists a vector \( w \in \Lambda^d \tilde{g} \), with

\[
\| w - v_0 \| \leq C\Theta^\kappa \delta
\]

so that \( Aw = 0 \), where \( \Theta := \max \{ \| \gamma_1^{\pm 1} \|, \| \gamma_2^{\pm 1} \| \} \), \( C \) depends on \( \tilde{G} \) and \( \kappa \) depends on \( \text{dim} \tilde{G} \). We again used \( \rho(\tilde{\gamma}_i) = \gamma_i \) to replace \( \| \gamma_i^{\pm 1} \| \) with \( \| \gamma_i^{\pm 1} \| \).

This implies that \( \tilde{\gamma}_i w = w \) for \( i = 1, 2 \). By [17, Lemma 13.2], there exist \( C \) and \( \kappa \) so that if

\[
\| w - v_0 \| \leq C^{-1} \Theta^{-\kappa},
\]

then there exists \( \tilde{g} \in \tilde{G}(\mathbb{R}) \) satisfying that \( \| \tilde{g} - I \| \leq C' \| w - v_0 \| \) and

\[
\tilde{\gamma}_i \tilde{g}v_0 = \tilde{g}v_0 \text{ for } i = 1, 2,
\]

see [39] for sharper results concerning equivariant projections.

Let now \( \delta \) satisfy

\[
0 < \delta \leq (CC')^{-1} \Theta^{-\kappa' - \kappa}.
\]
Then (6.4) implies that there exists some \( \tilde{g} \in \tilde{G}(\mathbb{R}) \) with \( \|\tilde{g} - I\| \leq C'C\Theta^6\delta \) so that \( \gamma_i\tilde{g}_{v_0} = \tilde{g}_{v_0} \) for \( i = 1, 2 \). This estimate implies that
\[
\|\rho(\tilde{g})g^{-1} - g^{-1}\| \leq C''\Theta^6\delta
\]
for some \( C'' \) depending on \( \tilde{G} \).

Let \( g' = \rho(\tilde{g})g^{-1} \). Then \( \gamma_i\tilde{g}'_{v_H} = g'_{v_H} \) and the claim holds for \( g'_{v_H} \).

**Proof of Proposition 6.1.** By Proposition 3.4 if \( \tau > |\log\text{inj}(x_0)| + C_7 \) then (6.5)
\[
m_H(\{h \in E_x : h_{x_0} \in X_{\text{cpt}}\}) \geq 0.9m_H(E_x).
\]

Let \( t \geq |\log\text{inj}(x_0)| + C_7 \) for the rest of the argument. Replacing \( x_0 \) by some \( h_{x_0} \) as above, we assume \( x_0 \in X_{\text{cpt}} \) and write \( x_0 = g_0\Gamma \) where \( g_0 \in \mathcal{G}_{\text{cpt}} \).

Let us assume the claim in part (1) fails for all \( h_{x_0} \in X_{\text{cpt}} \cap E_{st, x_0} \). That is: For all such \( h_{x_0} \), either there exists \( z \in E_t, h_{x_0} \) so that \( h \mapsto hz \) is not injective on \( E_t \) or there exists \( z \in E_t, h_{x_0} \) so that \( f_{t,\alpha}(z) > e^{Dt} \); otherwise, the proof is complete.

Let us first investigate the condition \( f_{t,\alpha}(z) > e^{Dt} \). Since \( h_{x_0} \in X_{\text{cpt}} \),
\[
\text{inj}(h'_{h_{x_0}}) \gg e^{-t}, \quad \text{for all } h' \in E_t,
\]
where the implied constant depends on \( X \).

Using the definition of \( f_{t,\alpha} \), we conclude that if \( I_t(z) = \emptyset \), then \( f_{t,\alpha}(z) \ll e^t \). Hence, assuming \( t \) is large enough, we conclude that \( I_t(z) \neq \emptyset \); note also that, \( \#I_t(z) \ll e^{4t} \) where the implied constant depends on \( X \), see Lemma 7.5 in the sequel. Altogether, if \( D \geq 5 \) and \( t \) is large enough, there exists some \( w \in I_t(z) \) with
\[
0 < \|w\| \leq e^{-(D+5)t}.
\]
Writing \( z = h_1h_{x_0} \), the above implies that for some \( w \in \mathfrak{r} \) with \( \|w\| \leq e^{-(D+5)t} \) and \( h_1 \neq h_2 \in E_t \), we have \( \exp(w)h_2h_{x_0} = h_1h_{x_0} \). We thus obtain
\[
\exp(w)h^{-1}shh_{x_0} = x_0
\]
where \( s = h^{-1}h_2, w = \text{Ad}(h^{-1}h_1^{-1})w \).

In particular, \( \|w\| \ll e^{-(D+13)t} \). Assuming \( t \) is large enough compared to the implied multiplicative constant,
\[
0 < \|w\| \leq e^{-(D+14)t}.
\]
Recall that \( x_0 = g_0\Gamma \) where \( g_0 \in \mathcal{G}_{\text{cpt}} \), thus, (6.7) implies
\[
\exp(w)h^{-1}shh = g_0^{-1}h_0^{-1}g
\]
where \( s_h \in H, e \neq \gamma \in \Gamma \) (recall that \( 0 \neq w_h \in \mathfrak{r} \)), and \( \|s_h\| \ll e^t \).

Moreover, we have
\[
\|\gamma_0^{-1}\| \leq e^{11t}
\]
again we assumed \( t \) is large compared to \( \|g_0\| \) hence the estimate \( \ll e^{10t} \) is replaced by \( \leq e^{11t} \).
Similarly if \( h \mapsto h z \) is not injective, we conclude that
\[
h^{-1}s_h h = g_0^\gamma h g_0^{-1} \neq e.
\]
Furthermore, (6.10) holds again. In this case we actually have \( e \neq \gamma_h \in H \)—we will not use this extra information in what follows.

We now consider two possibilities for the elements \( \{\gamma_h\} \) obtained above.

**Case 1.** There are \( h \) and \( h' \) so that \( \gamma_h \) and \( \gamma_{h'} \) do not commute.

In the notation of Lemma 6.3, equation (6.9) implies that
\[
\gamma_s g_0^{-1} v_H = \exp(\text{Ad}(g_0^{-1})w_s) g_0^{-1} v_H \quad \text{for } \ast = h, h';
\]
moreover, if \( D \) is large enough, (6.8) implies that
\[
\| \text{Ad}(g_0^{-1}) w_s \| \leq e^{(-D+14)t} \leq C_{12}^{-1} e^{-1/93}
\]
for \( \ast = h, h' \).

Therefore, by Lemma 6.3 there exists some \( g_1 \in G \) with
\[
\| g_0 - g_1 \| \leq C_{12}^{-1} e^{D+14+1/93} t,
\]
so that \( \gamma_h g_1^{-1} v_H = g_0^{-1} v_H \) and \( \gamma_{h'} g_1^{-1} v_H = g_1^{-1} v_H \).

In view of Lemma 6.3, thus, we have \( Hg_1 \Gamma \) is periodic and
\[
\text{vol}(Hg_1 \Gamma) \leq C_{11} \left( \max\{\|\gamma_1^{-1} n, ||\gamma_2^{-1} ||\} \right) e^{1/93} \leq C_{11} e^{1/93}
\]
where we used (6.10).

Assume \( t \) is large enough so that \( e^{14t} > C_{11} \). Then \( \text{vol}(Hg_1 \Gamma) \leq e^{D' t} \) for \( D' = 11 \max\{\kappa_7, \kappa_9\} + 14 \) and part (2) in the proposition holds with \( D' \).

**Case 2.** The family \( \{\gamma_h\} \) is commutative.

Let \( L \) denote the Zariski closure of \( \langle \gamma_h \rangle \), then \( L \) is commutative. Thus \( L(\mathbb{R}) \) is contained in \( g \mathbf{P}(\mathbb{R}) g^{-1} \) for some \( g \) in the maximal compact subgroup of \( G \), where \( \mathbf{P}(\mathbb{R}) \) is the group of upper triangular matrices in \( G \).

Let \( h^{-1} = h_1 a_s u_r \in E_s t \). Then for any \( s \in H \) with \( \|s\| \leq e^t \) we have
\[
(6.11) \quad h^{-1}s_h = h_1 \begin{pmatrix} a_1 & a_2 \\ a_3 & a_4 \end{pmatrix} h_1^{-1}
\]
where \( |a_1|, |a_4| \ll e^t, \ |a_3| \ll e^{-7t}, \) and \( |a_2| \ll e^{9t} \) and the implied constant is absolute. Indeed, we have
\[
h^{-1}s_h \in h_1 \begin{pmatrix} e^{4t} & 0 \\ 0 & e^{-4t} \end{pmatrix} \begin{pmatrix} b_1 & b_2 \\ b_3 & b_4 \end{pmatrix} : |b_i| \leq C e^t \left( \begin{pmatrix} e^{-4t} & 0 \\ 0 & e^{4t} \end{pmatrix} \right) h_1^{-1}
\]
for an absolute \( C \). This implies the assertion in (6.11).

By (6.5) applied with \( \tau = 8t \), there is some \( h^{-1} \in E_s t \) with \( \| h^{-1} - I \| \geq 0.01 \beta \) so that \( h x_0 \in X_{\text{opt}} \), moreover, satisfying that the two spaces \( \text{Ad}(h_1)(\text{Lie}(\mathbf{P}(\mathbb{R}))) \) and \( \text{Ad}(g_0 g)(\text{Lie}(\mathbf{P}(\mathbb{R}))) \) of \( g \) are at a distance \( \geq c \) for an absolute positive constant \( c \).

By (6.9), \( h^{-1}s_h h = \exp(-w_h) g_0^\gamma h g_0^{-1} \), where \( \| w_h \| \leq e^{(-D+14)t} \), see (6.8).
Hence we have
\[
h^{-1}s_h h = \exp(-w_h) g_0^\gamma h g_0^{-1} \in \exp(-w_h) g_0^\gamma \mathbf{P}(\mathbb{R}) g_0^{-1}.
\]
Recall now that $\beta > e^{-0.01t}$. In view of the choice of $h_1$, thus the above contradicts (6.11) if we choose $D \geq 17$. That is, Case 2 cannot occur. The proposition thus holds with $D_0 = \max\{D'_0, 17\}$. 

7. Margulis functions and random walks

As was mentioned earlier, the proof of Proposition 1.2 relies on two main ingredients: evolutions of Margulis functions under a certain random walk, and the (finitary) projection theorem, specifically Proposition 5.1, proved in §5. In this section we develop the necessary Margulis function techniques and show how to combine them with the results of §5 to prove Theorem 1.1 in §8.

The following is the main proposition encapsulating what is obtained using Margulis function techniques (and then input into Proposition 5.1).

7.1. Proposition. Let $0 < \eta < 0.01\eta_X$, $D \geq D_0 + 1$, and $x_0 \in X$, where $D_0$ is as in Proposition 6.1, and $\eta_X$ as in Proposition 3.4. Then there exists $t_0$, depending on $\eta$, $\text{inj}(x_0)$, and $X$, so that if $t \geq t_0$, then at least one of the following holds:

1. Let $0 < \varepsilon < 0.1$ and $0 < \alpha < 1$. Then there exist $x_1 \in X_\eta$, some $\tau$ with $9t \leq \tau \leq 9t + 2m_0Dt$ (for $m_0$ depending on $\alpha$ — see (7.1)), and a subset $F \subset B_r(0,1)$ containing 0 with

$$e^{t/2} \leq \# F \leq e^{5\tau},$$

so that both of the following properties are satisfied:

- $\{\exp(w)x_1 : w \in F\} \subset \left(B^{H}_{e^{-1/2}} \cdot a_{\tau} \cdot \{u_r x_0 : |r| \leq 4\} \right) \cap X_\eta$, where $R > 0$ depends on $D$, $\varepsilon$, and $\alpha$.

- $\sum_{w \neq w'} \|w-w'\|^{1-\alpha} \leq C \cdot (\# F)^{1+\varepsilon}$ for all $w \in F$ (where the summation is over $w' \in F$ and $C$ is an absolute constant).

2. There is $x' \in X$ such that $Hx'$ is periodic with

$$\text{vol}(Hx') \leq e^{D_0t} \quad \text{and} \quad d_X(x',x_0) \leq e^{(-D+D_0)t}.$$ 

Explicitly, $m_0$ is equal to $m_\alpha$ of (2.12), chosen so that for all $w \in g$, we have

$$\int_0^1 \|a_{m_\alpha} u_r w\|^{-\alpha} dr \leq e^{-1}\|w\|^{-\alpha}.$$ 

7.2. The definition of a Margulis function. Throughout this section, $\mathcal{E} \subset X$ denotes a Borel set which is a disjoint finite union of local $H$ orbits. More precisely, there is a finite set $F$ and for every $w \in F$, there exist $x_w \in X$ and a bounded Borel set $E_w \subset H$ satisfying the following

- the map $h \mapsto h.x_w$ is injective on $E_w$ for all $w \in F$, and

- $E_w.x_w \cap E_{w'}x_{w'} = \emptyset$ for all $w \neq w'$,

so that $\mathcal{E} = \bigcup_{w \in F} E_wx_w$. 

For every \( w \in F \), let \( \mu_{E_w} \) denote the pushforward of the Haar measure \( m_H|_{E_w} \) under the map \( h \mapsto h.x_w \). Put
\[
\mu_{E} = \frac{1}{\sum_{w} m_H(E_w)} \sum_{w} \mu_{E_w}.
\]

(7.2)

For every \( (h, z) \in H \times \mathcal{E} \), define
\[
I_{\mathcal{E}}(h, z) := \{ w \in r : 0 < \|w\| < \inj(hz), \exp(w)hz \in h\mathcal{E} \}.
\]

(7.3)

Since \( E_w \) is bounded for every \( w \) and \( F \) is finite, \( I_{\mathcal{E}}(h, z) \) is a finite set for all \( (h, z) \in H \times \mathcal{E} \).

Fix some \( 0 < \alpha < 1 \). Define the Margulis function \( f_{\mathcal{E}} = f_{\mathcal{E}, \alpha} : H \times \mathcal{E} \to [1, \infty) \) as follows:
\[
f_{\mathcal{E}}(h, z) = \begin{cases} \sum_{w \in I_{\mathcal{E}}(h, z)} \|w\|^{-\alpha} & \text{if } I_{\mathcal{E}}(h, z) \neq \emptyset \\ \inj(hz)^{-\alpha} & \text{otherwise} \end{cases}.
\]

(7.4)

Let \( \nu = \nu(\alpha) \) be the probability measure on \( H \) defined by
\[
\nu(\varphi) = \int_{0}^{1} \varphi(a_{m_0}u_r) \, dr \quad \text{for all } \varphi \in C_c(H),
\]

(7.5)

where \( m_0 \) is as in (7.1).

Define \( \psi_{\mathcal{E}} \) on \( H \times \mathcal{E} \) by
\[
\psi_{\mathcal{E}}(h, z) := \left( \max\{ \#I_{\mathcal{E}}(h, z), 1 \} \right) \cdot \inj(hz)^{-\alpha}.
\]

(7.6)

We will use the following lemma to increase the transversal dimension inductively.

7.3. Lemma. There exists some \( C_{13} = C_{13}(\nu) \) so that for all \( \ell \in \mathbb{N} \) and all \( z \in \mathcal{E} \), we have
\[
\int f_{\mathcal{E}}(h, z) \, d\nu^{(\ell)}(h) \leq e^{-\ell} f_{\mathcal{E}}(e, z) + C_{13} \sum_{j=1}^{\ell} e^{j-\ell} \int \psi_{\mathcal{E}}(h, z) \, d\nu^{(j)}(h),
\]

where \( \nu^{(j)} \) denotes the \( j \)-fold convolution of \( \nu \) for every \( j \in \mathbb{N} \).

Proof. Throughout the argument, the set \( \mathcal{E} \) is fixed; thus, we drop it from the indices in the notation. Note that \( \text{supp}(\nu) \subset \{ h \in H : \|h\| \leq e^{2m_0+1} \} \).

Let \( C \geq 1 \) be so that
\[
\| \text{Ad}(h)w \| \leq C\|w\|
\]

for all \( h \) with \( \|h\| \leq e^{2m_0+1} \) and all \( w \in g \). Increasing \( C \) if necessary, we also assume that \( \inj(z)/C \leq \inj(hz) \leq C \inj(z) \) for all such \( h \) and all \( z \in X \).

Let \( h = a_{m_0}u_r \) for some \( r \in [0, 1] \). Let \( z \in \mathcal{E} \), and let \( h' \in H \). First, let us assume that there exists some \( w \in I(hh', z) \) with \( \|w\| < \inj(hh'z)/C^2 \).
In view of the choice of $C$, this in particular implies that both $I(hh', z)$ and $I(h', z)$ are non-empty. Hence, we have

$$f(hh', z) = \sum_{w \in I(hh', z)} \|w\|^{-\alpha}$$

$$= \sum_{\|w\| < \text{inj}(hh'z)/C^2} \|w\|^{-\alpha} + \sum_{\|w\| \geq \text{inj}(hh'z)/C^2} \|w\|^{-\alpha}$$

$$\leq \sum_{w \in I(h', z)} \|\text{Ad}(h)w\|^{-\alpha} + C^{2\alpha} \cdot (\#I(hh', z)) \cdot \text{inj}(hh'z)^{-\alpha}$$

(7.7) $$= \sum_{w \in I(h', z)} \|\text{Ad}(h)w\|^{-\alpha} + C^{2\alpha} \psi(hh', z).$$

Note also that if $\|w\| \geq \text{inj}(hh'z)/C^2$ for all $w \in I(hh', z)$ (which in view of the choice of $C$ includes the case $I(h', z) = \emptyset$) or if $I(hh', z) = \emptyset$, then

(7.8) $$f(hh', z) \leq C^{2\alpha} \cdot (\max\{\#I(hh', z), 1\}) \cdot \text{inj}(hh'z)^{-\alpha}$$

$$= C^{2\alpha} \psi(hh', z).$$

We now average (7.7) and (7.8) over $[0, 1]$ and conclude that

$$\int_0^1 f(a_{m_0} u_r h', z) \, dr \leq \sum_{w \in I(h', z)} \int_0^1 \|a_{m_0} u_r w\|^{-\alpha} \, dr + C^{2\alpha} \int_0^1 \psi(a_{m_0} u_r h', z) \, dr;$$

where we replace the summation on the right by 0 if $I(h', z) = \emptyset$. Thus by (7.1) we may conclude that

$$\int f(hh', z) \, d\nu(h) \leq e^{-1} \cdot f(h', z) + C^{2\alpha} \int \psi(hh', z) \, d\nu(h)$$

for all $h' \in H$. Iterating this estimate, we have

$$\int f(h, z) \, d\nu^{(\ell)}(h) \leq e^{-1} \int f(h', z) \, d\nu^{(\ell-1)}(h') + C^{2\alpha} \int \psi(h, z) \, d\nu^{(\ell)}(h).$$

The claim in the lemma thus follows from the above by induction if we let $C_{10} = C^2$. \hfill \Box

### 7.4 Incremental dimension increase

Let $0 < \eta \leq 0.01 \eta_X$ and $0 < \beta \leq \eta^2$. Define

$$E = B^H_{\beta} \cdot \{ u_r : |r| \leq 0.1 \eta \}.$$  

Let $F \subset B(0, \beta)$ be a finite set, and let $y_0 \in X_{2\eta}$. Then for all $w \in F$ and $y_0 \in X_{2\eta}$, and $h \mapsto h \exp(w) y_0$ is injective on $E$. Put

(7.9) $$E = \{ \exp(w) y_0 : w \in F \}.$$  

Let us begin with the following two elementary lemmas.
7.5. **Lemma.** There exists $C_{14} > 0$ so that the following holds. For every $m \in \mathbb{N}$, every $|r| \leq 2$, and every $z \in \mathcal{E}$, we have

$$\psi_\varepsilon(a_m u_r z) \leq C_{14} \beta^{-7} e^{5m} \cdot (\# F).$$

**Proof.** Let $z \in \mathcal{E}$, and let $w \in I_\varepsilon(a_m u_r, z)$. Then $\exp(w) a_m u_r z \in a_m u_r \mathcal{E}$. Therefore, using Lemma 2.3(2), we have

$$Q_{\beta^2, m}^H \exp(w) a_m u_r z \subset a_m u_r \mathcal{E}^+$$

where $\mathcal{E}^+ = B^H_{\beta + 100 \beta^2 \{ u_r \exp(w) y_0 : |r| \leq 0.1 \eta, w \in F \} }$ and

$$Q_{\beta^2, m}^H = \{ u_s^- : |s| \leq \beta^2 e^{-m} \} \cdot \{ a_t : |t| \leq \beta^2 \} \cdot \{ u_r : |r| \leq \beta^2 \}.$$ 

Let $\mu_{\mathcal{E}^+}$ be the probability measure on $\mathcal{E}^+$ defined as in (7.2). Then

$$a_m u_r \cdot \mu_{\mathcal{E}^+}(Q_{\beta^2, m}^H \exp(w) a_m u_r z) \gg (\min \{ \beta^2, \inj(a_m u_r z) \})^3 e^{-m} (\# F)^{-1}$$

where the implied constant is absolute.

Since $\mathcal{E} \subset X_\eta$ we have $\inj(a_m u_r z) \gg e^{-m} \eta$. Recall also that $\beta \leq \eta^2$, the above estimate and the definition of $\psi_\varepsilon(h, z)$ thus imply that

$$\psi_\varepsilon(a_m u_r, z) \ll \left( \beta^6 e^{4m} \cdot (\# F) \right) \cdot \inj(a_m u_r z)^{-1};$$

we also used $0 < \alpha < 1$ in the above upper bound.

The lemma follows. \hfill \Box

7.6. **Lemma.** Let the notation be as above. In particular, $y_0 \in X_{2\eta}$ and

$$\mathcal{E} = \mathbb{E} \{ \exp(w) y_0 : w \in F \}$$

where $F \subset B_{\varepsilon}(0, \beta)$. Let $w_0 \in F$, then

$$\sum_{w \neq w_0} \| w - w_0 \|^{-\alpha} \leq 2 f_\varepsilon(e, z)$$

where $z = \exp(w_0) y_0$ and the summation is over $w \in F$.

**Proof.** By the definition of $f_\varepsilon$, we have

$$f_\varepsilon(e, z) = \sum_{v \in I_\varepsilon(e, z)} \| v \|^{-\alpha}.$$

Let $w_0 \neq w \in F$. We will find a unique vector $v_w \in I_\varepsilon(e, z)$ whose length is comparable to $\| w - w_0 \|$. Let us begin with the following computation.

$$\exp(w) y = \exp(w) \exp(-w_0) \exp(w_0) y_0 = h_w \exp(v_w) \exp(w_0) y_0 = h_w \exp(v_w) z,$$

where $h_w \in H$, $v_w \in \mathfrak{r}$, $\| h_w - I \| \leq C_5 \| v_w \|$, and

$$0.5 \| w - w_0 \| \leq \| v_w \| \leq 2 \| w - w_0 \|,$$

see Lemma 2.1.

In particular, we have $\| h_w - I \| \ll \beta^2$; assuming $\beta \leq \eta^2$ is small enough, we conclude that $h_w^{\pm 1} \in B^H_{\beta}$. Hence,

$$\exp(v_w) z = h_w^{-1} \exp(w) y_0 \in \mathcal{E}.$$
Moreover, using (7.10), we have \( \|v_w\| \leq 2\beta \leq \text{inj}(z) \). We thus conclude that \( v_w \in I\mathcal{E}(e, z) \).

Since \( \exp(w) y_0 \neq \exp(w') y_0 \) for \( w \neq w' \in F \subset B_\epsilon(0, \beta) \), the map \( w \mapsto v_w \) is well-defined and one-to-one. Altogether, we deduce that

\[
\sum_{w \neq w_0} \|w - w_0\|^{-\alpha} \leq 2 \sum_{v \in I\mathcal{E}(e, z)} \|v\|^{-\alpha} = 2f_\mathcal{E}(e, z),
\]

as was claimed.

\[\square\]

7.7. **Lemma.** There exist \( 0 < \kappa_{10} = \kappa_{10}(\nu) \leq \frac{1}{4n_0} \) and \( n_0 \) depending on \( X \) so that the following holds. Let \( \mathcal{E} \) be defined as in (7.9). Assume further that

\[
f_\mathcal{E}(e, z) \leq e^{Mn} \quad \text{for all } z \in \mathcal{E}
\]

for some \( M > 0 \) and an integer \( n \geq n_0 \).

Then for all \( 0 < \epsilon < 1 \) and all \( \beta \geq e^{-0.01\epsilon n} \) at least one of the following holds.

1. \( e^{Mn} < e^{\epsilon n/2} \cdot (\#F) \), or
2. For all integers \( 0 < \ell \leq \kappa_{10} \cdot n \) and all \( z \in \mathcal{E} \), we have

\[
\int f_\mathcal{E}(h, z) \, d\nu^{(\ell)}(h) \leq 2e^{Mn - \ell}.
\]

**Proof.** By Lemma 7.3 applied with \( \mathcal{E} \), we have

\[
\int f_\mathcal{E}(h, z) \, d\nu^{(\ell)}(h) \leq e^{-\ell} f_\mathcal{E}(e, z) + C_{13} \sum_{j=1}^\ell e^{j-\ell} \int \psi_\mathcal{E}(h, z) \, d\nu^{(j)}(h).
\]

Assuming \( n \) is large enough, Lemma 7.5 implies that there exists a constant \( C \) depending only on \( \nu \) so that if \( j \leq \epsilon n/C \), then

\[
\psi_\mathcal{E}(h, z) \leq (2C_{13})^{-1} e^{\epsilon n/4} \cdot (\#F),
\]

for all \( h \in \text{supp}(\nu^{(j)}) \) — we used \( \beta \geq e^{-0.01\epsilon n} \) and assumed \( n \) is large enough to account for the factor \( C_{14} \beta^{-7} \) in Lemma 7.5.

Let \( \kappa_{10} = (2C)^{-1} \), and let \( \ell \leq \kappa_{10} \cdot n \). Then

\[
\int f_\mathcal{E}(h, z) \, d\nu^{(\ell)}(h) \leq e^{-\ell} f_\mathcal{E}(e, z) + e^{\epsilon n/4} \cdot (\#F) \leq e^{Mn - \ell} + e^{\epsilon n/4} \cdot (\#F).
\]

Therefore, either part (1) holds or \( e^{Mn - \ell} \geq e^{0.8 - \kappa_{10} \cdot \epsilon n} \cdot (\#F) \geq e^{\epsilon n/4} \cdot (\#F) \).

In the latter case, the above implies that

\[
\int f_\mathcal{E}(h, z) \, d\nu^{(\ell)}(h) \leq 2e^{Mn - \ell}
\]

as we claimed in part (2). \[\square\]

From this point until the end of this section, we fix some \( 0 < \epsilon < 0.1 \), and let \( \beta = e^{-\kappa n/2} \) where \( 0 < \kappa \leq 0.02\kappa_{10} \) will be explicated later.

The following lemma will convert the estimate we obtained on average in Lemma 7.7 into a pointwise information at most points. This is done in a fairly straightforward way essentially by using the Chebyshev inequality.
Recall from Proposition 3.1 that for any interval \( I \subset \mathbb{R} \) of length at least \( \eta \) and \( t \geq |\log(\eta^2 \text{inj}(x))| + C_7 \)
\[ |\{ r \in I : \text{inj}(a_r u_r x) < \varepsilon^2 \}| < C_7 |I|. \]

7.8. **Lemma.** Let the notation be as in Lemma 7.7. Let \( 0 < \varepsilon < 0.1 \), and assume that \( \ell = \lceil \kappa_{10}^{-1} n \rceil \geq 3 \log \eta + C_7 + 6 \).

Further assume that Lemma 7.7\((3)\) holds for these choices.

There exists a subset \( L_\varepsilon \subset \text{supp}(\nu^{(\ell)}) \) with \( \nu^{(\ell)}(L_\varepsilon) \geq 1 - 2e^{-\ell/8} \) so that both of the following hold.

(1) For all \( h_0 \in L_\varepsilon \) we have
\[
\int f_\varepsilon(h_0, z) \, d\mu_\varepsilon(z) \leq e^{Mn-\frac{7\ell}{8}}.
\]

(2) For all \( h_0 \in L_\varepsilon \), there exists \( \mathcal{E}(h_0) \subset \mathcal{E} \) with \( \mu_\varepsilon(\mathcal{E}(h_0)) \geq 1 - O(\eta^1/2) \), so that for all \( z \in \mathcal{E}(h_0) \) we have
\[
(7.12a) \quad B_{100^2z}^{H} \subset \mathcal{E}.
\]
\[
(7.12b) \quad h_0 z \in X_{2\eta}
\]
\[
(7.12c) \quad f(h_0, z) \leq e^{Mn-\frac{3\ell}{4}}.
\]

**Proof.** Let us begin by finding \( L_\varepsilon \) which satisfies part (1). Apply Lemma 7.7 with \( \ell = \lceil \kappa_{10}^{-1} n \rceil \). Since Lemma 7.7\((2)\) holds, we have
\[
\int \int f_\varepsilon(h, z) \, d\mu_\varepsilon(z) \, d\nu^{(\ell)}(h) \leq 2e^{Mn-\ell/8}.
\]

Using this estimate and Chebyshev’s inequality, we have
\[
(7.13) \quad \nu^{(\ell)} \{ h \in \text{supp}(\nu^{(\ell)}): \int f(h, z) \, d\mu_\varepsilon(z) > e^{Mn-\frac{7\ell}{8}} \} < 2e^{-\ell/8}.
\]

Let \( L_\varepsilon \) be the complement in \( \text{supp}(\nu^{(\ell)}) \) of the set on the left side of (7.13), and let \( h_0 \in L_\varepsilon \). Then
\[
(7.14) \quad \int f(h_0, z) \, d\mu_\varepsilon(z) \leq e^{Mn-\frac{7\ell}{8}}.
\]

The claim in part (1) thus holds with \( L_\varepsilon \).

Let us now turn to the proof of (2). Let \( h \in \text{supp}(\nu^{(\ell)}) \). Then \( h = a_{\ell m_0} u_\tilde{r} \)
where \( \tilde{r} = \sum_{j=0}^{\ell-1} e^{-j \alpha_0} r_{j+1} \) for some \( r_1, \ldots, r_\ell \in [0, 1] \).

For every \( z = u_s^{-} a_t u_r \exp(w).y_0 \in \mathcal{E} \), we have
\[
h z = (a_{\ell m_0} u_\tilde{r} u_s^{-} a_t u_r \exp(w).y_0 = h' a_{\ell m_0} u_{r'_{\tilde{r}} + \tilde{r} + r} \exp(w).y_0
\]
where \( h' \in B_{10}^{H} \) and \( |r'_{\tilde{r}}| \ll \beta \) for an absolute implied constant. Therefore, if \( a_{\ell m_0} u_{r'_{\tilde{r}} + \tilde{r} + r} \exp(w).y_0 \in X_{4\eta} \), then \( h z \in X_{2\eta} \).

Apply Proposition 3.1 with \( \exp(w).y_0 \in \mathcal{E} \subset X_{\eta} \) and the interval \( I = [r_{s'} + \tilde{r} + -0.1, r_{s'} + \tilde{r} + 0.1] \). Since \( \ell \geq 3 \log \eta + C_7 + 6 \), we conclude
\[
|\{ r \in [-0.1, 0.1] : a_{\ell m_0} u_{r'_{\tilde{r}} + \tilde{r} + r} \exp(w).y_0 \not\in X_{4\eta} \}| \leq 0.4C_7 \sqrt{\eta}.
\]
This estimate, the above observation, and the definition of \( \mu_{\mathcal{E}} \) imply that

\[
\mu_{\mathcal{E}} \{ z \in \mathcal{E} : h z \notin X_{2\eta} \} \leq \ell \mathcal{E} \sqrt{\eta},
\]

for every \( h \in \text{supp}(\nu^{(\ell)}) \).

Put

\[
\mathcal{E}^- = B_{\beta^{200} \beta^2}^{H} \{ u_r \exp(w) y_0 : |r| \leq 0.1 \eta, w \in F \};
\]

then \( \mu_{\mathcal{E}}(\mathcal{E}^-) \geq 1 - O(\beta) \).

Let now \( h_0 \in L_c \). Recall also that \( 0 < \beta < \eta^2 \). Then \((7.15)\), implies that there is a subset \( \mathcal{E}'(h_0) \subset \mathcal{E}^- \) with

\[
\mu_{\mathcal{E}}(\mathcal{E}'(h_0)) \geq 1 - O(\eta^{1/2}),
\]

so that for all \( z \in \mathcal{E}'(h_0) \) we have \( h_0 z \in X_{2\eta} \). Hence all points in \( \mathcal{E}'(h_0) \) satisfy \((7.12a)\) and \((7.12b)\).

We will find a subset \( \mathcal{E}(h_0) \subset \mathcal{E}'(h_0) \) which satisfies \((7.12c)\). Let

\[
\mathcal{E}'' = \{ z \in \mathcal{E}'(h_0) : f(h_0, z) > e^{\lambda \nu - \frac{3\nu}{4}} \}.
\]

Then

\[
\mu_{\mathcal{E}}(\mathcal{E}'') e^{\lambda \nu - \frac{3\nu}{4}} \leq \int_{\mathcal{E}''} f(h_0, z) \, d\mu_{\mathcal{E}}(z)
\]

\[
\leq \int_{\mathcal{E}} f(h_0, z) \, d\mu_{\mathcal{E}}(z) \leq e^{\lambda \nu - \frac{3\nu}{4}} \quad \text{by (7.14)}.
\]

We conclude from the above that \( \mu_{\mathcal{E}}(\mathcal{E}'') \ll e^{-\ell/8} \). Recall that \( \beta = e^{-\kappa \nu/2} \) where \( 0 < \kappa \leq 0.02 \), thus we conclude that \( \mu_{\mathcal{E}}(\mathcal{E}'') \ll \eta \).

Put \( \mathcal{E}(h_0) := \mathcal{E}'(h_0) \setminus \mathcal{E}'' \). Then \( \mu_{\mathcal{E}}(\mathcal{E}(h_0)) \geq 1 - O(\eta^{1/2}) \) and \((7.12c)\) holds for every \( z \in \mathcal{E}(h_0) \). The proof is complete. \( \square \)

In the remaining parts of this section, we will write \( Q^{H} \) for

\[
Q_{\beta^{200} \beta^2}^{H} = \{ u_s : |s| \leq \beta^2 e^{\ell m_0} \} \cdot \{ a_{1} : |1| \leq \beta^2 \} \cdot \{ u_r : |r| \leq \beta^2 \}
\]

where \( \ell = \lfloor \kappa_0 \nu \rfloor \), see \((2.10)\).

Let us also define a subset in \( G \) by thickening \( Q^{H} \) in the transversal direction as follows. Put

\[
Q^{G} := Q^{H} \cdot \exp(B_{0}(0, 2 \beta^2)).
\]

7.9. **Lemma.** There exists a covering \( \{ Q^{G} \cdot y_j : j \in J, y_j \in X_{2\eta} \} \) of \( X_{2\eta} \)

where \( \# J \ll \beta^{-12} e^{\ell m_0} \) and the implied constant depends on \( X \).

Moreover, if for every \( h_0 \in L_c \) we let

\[
J(h_0) = \{ j \in J : h_0 \mu_{\mathcal{E}}(h_0 \mathcal{E}(h_0) \cap Q^{G} \cdot y_j) \geq \beta^{13} e^{-\ell m_0} \}
\]

and define \( \hat{\mathcal{E}}(h_0) \subset \mathcal{E}(h_0) \) by

\[
h_0 \hat{\mathcal{E}}(h_0) = h_0 \mathcal{E}(h_0) \cap \left( \bigcup_{j \in J(h_0)} Q^{G} \cdot y_j \right),
\]

then \( \mu_{\mathcal{E}}(\hat{\mathcal{E}}(h_0)) \geq 1 - O(\sqrt{\eta}) \) where the implied constant depends on \( X \). In particular, \( J(h_0) \neq \emptyset \).
Proof. For simplicity in the notation, let us write \( B^G \) for
\[
B^G_{\beta^2} = B^H_{\beta^2} \cdot \exp(B_t(0, \beta^2)).
\]

We begin by constructing a covering of \( B^G \). First recall that
\[
m_H(Q^H_{0.01\beta^2, \ell m_0}) \approx e^{-\ell m_0} m_H(\exp(B_0(0, \beta^2))),
\]
where the implied constant is absolute, see (2.10). Moreover, by Lemma 2.3 we have
\[
Q^H_{0.01\beta^2, \ell m_0} \cdot (Q^H_{0.01\beta^2, \ell m_0})^\pm 1 \subset Q^H_{\beta^2, \ell m_0}.
\]
Fix a maximal subset \( \mathcal{H} \subset B^H_{\beta^2} \) so that
\[
Q^H_{0.01\beta^2, \ell m_0} h \cap Q^H_{0.01\beta^2, \ell m_0} h' = \emptyset,
\]
for all \( h \neq h' \in \mathcal{H} \). In view of (7.19), we have \( \# \mathcal{H} \ll e^{\ell m_0} \) where the implied constant is absolute. Then using (7.20), we conclude that \( \{Q^H h_j : h_j \in \mathcal{H}\} \) covers \( B^H_{\beta^2} \) and \( \# \mathcal{H} \approx e^{\ell m_0} \).

Taking the product with \( \exp(B_t(0, \beta^2)) \), we thus obtain a covering
\[
\{Q^H h_j \exp(B_t(0, \beta^2)) : h_j \in \mathcal{H}\}
\]
of the set \( B^G \).

Recall that \( \beta \leq \eta^2 \), and that by Lemma 2.1 we have \( (B^G_0)^{-1} \cdot B^G_0 \subset B^G_0 \) for all \( \delta > 0 \), where \( c \) is an absolute constant. Hence, arguing as above, there exists a covering
\[
\{B^G_0 y_k : k \in \mathcal{K}, y_k \in X_{2\eta}\},
\]
of \( X_{2\eta} \) which satisfies \( \# \mathcal{K} \approx \beta^{-12} \) for an implied constant depending on \( X \).

Combining these two coverings, we obtain a covering
\[
\{Q^H h_j \exp(B_t(0, \beta^2)) y_k : h_j \in \mathcal{H}, k \in \mathcal{K}\}
\]
of \( X_{2\eta} \). Note further that
\[
Q^H h_j \exp(B_t(0, \beta^2)) = Q^H \exp(\Ad(h_j) B_t(0, \beta^2)) h_j \subset Q^G h_j;
\]
where we used the fact that \( \Ad(h_j) B_t(0, \beta^2) \subset B_t(0, 2\beta^2) \) in the final inclusion above — this holds since \( \|h_j - I\| \leq 2\beta^2 \) and \( \beta \) is small.

Finally note that since \( y_k \in X_{2\eta} \) and \( \|h_j - I\| \leq 2\beta^2 \), we have \( h_j y_k \in X_\eta \), for every \( j, k \). Altogether, we obtain a covering
\[
\{Q^G y_j : j \in \mathcal{J}, y_j \in X_\eta\} = \{Q^G h_j y_k : h_j \in \mathcal{H}, k \in \mathcal{K}\}
\]
of \( X_{2\eta} \) where \( \# \mathcal{J} \ll \beta^{-12} e^{\ell m_0} \). This finishes the proof of the first claim.

To see the other claims, let \( h_0 \in L_\mathcal{E} \), and define \( \mathcal{J}(h_0) \) as in the statement. Then for every \( j \notin \mathcal{J}(h_0) \), we have
\[
h_0 \cdot \mu_\mathcal{E}(h_0 \mathcal{E}(h_0) \cap Q^G y_j) < \beta^{13} e^{-\ell m_0}.
\]
This estimate and the bound on \( \# \mathcal{J} \) yield
\[
h_0 \cdot \mu_\mathcal{E}(h_0 \mathcal{E}(h_0) \cap (\bigcup_{j \notin \mathcal{J}(h_0)} Q^G y_j)) \ll \beta
\]
where the implied constant depends on $X$. The desired bound on the measure of $h_0 \hat{E}(h_0)$ thus follows since $h_0 \mu_E(h_0 \hat{E}(h_0)) \geq 1 - O(\sqrt{\eta})$.

The fact that $\mathcal{J}(h_0) \neq \emptyset$ is a consequence of the fact that $\hat{E}(h_0) \neq \emptyset$, which is immediate from the above bound. □

The following lemma yields a set $\mathcal{E}_1$ defined as in (7.9), for some $y_1$ and $F_1$, but with an improved bound for $f_{\mathcal{E}_1}(e,z)$. This lemma will serve as our main tool for incremental dimension increase in the proof of Proposition 7.1.

7.10. **Lemma.** There exists $n_0$ so that the following holds for all $n \geq n_0$.

Let the notation be as in Lemmas 7.8 and 7.9. In particular, $0 < \varepsilon \leq 0.1$ and

$$\ell = \lfloor \frac{\kappa}{10^0} n \rfloor \geq 3 \log |\eta| + C_7 + 6;$$

assume further that $|F| \geq e^{n/2}$ and that Lemma 7.7(2) holds.

Let $h_0 \in L_E$, and let $y = y_j$ for some $j \in \mathcal{J}(h_0)$. There exists some $h_0z_1 \in h_0 \mathcal{E}(h_0) \cap Q^G.y$ and a subset $F_1 \subset B_{\varepsilon}(0, \beta)$ with $\beta^{10} \cdot (|F|) \leq |F_1| \leq \beta^{-8} e^{5\mu_0} \cdot (|F|)$ containing 0, so that both of the following are satisfied.

1. For all $w \in F_1$, we have

$$\exp(w)h_0z_1 \in B_{100 \beta^2}^{\mathcal{H}}h_0 \mathcal{E}(h_0),$$

conversely for every $h_0z \in h_0 \mathcal{E}(h_0) \cap Q^G.y$, there exists some $w \in F_1$ so that

$$h_0z \in B_{100 \beta^2}^{\mathcal{H}}\exp(w)h_0z_1.$$  

2. If we define $\mathcal{E}_1 = \mathcal{E}.\{\exp(w)h_0z_1 : w \in F_1\}$, then at least one of the following two possibilities hold

$$(7.21a) \quad f_{\mathcal{E}_1}(e,z) \leq 2 \cdot (|F_1|)^{1+\varepsilon} \quad \text{for all } z \in \mathcal{E}_1, \text{ or}$$

$$(7.21b) \quad f_{\mathcal{E}_1}(e,z) \leq e^{(M - \varepsilon \frac{\mu_0}{2})n} \quad \text{for all } z \in \mathcal{E}_1.$$ 

**Proof.** Let $h_0 \in L_E$ and $y = y_j$ be as in the statement of the lemma.

The set $h_0 \mathcal{E}(h_0) \cap Q^G.y$ is contained in a finite union of local $H$-orbits. Let $M \in \mathbb{N}$ be minimal so that

$$h_0 \mathcal{E}(h_0) \cap Q^G.y \subset \bigcup_{i=1}^{M} Q^H.\exp(w_i)y$$

where $w_i \in B_{\varepsilon}(0, 2\beta^2)$.

For each $1 \leq i \leq M$, fix some $z_i \in \mathcal{E}(h_0)$ so that $h_0z_i \in Q^G.y$ and write

$$h_0z_i = h_i \exp(w_i)y \quad \text{for some } h_i \in Q^H.$$
We claim that both of the following properties are satisfied

\[(7.24a) \quad Q^H_h \alpha z_i \cap Q^H_h \alpha z_j = \emptyset \quad 1 \leq i \neq j \leq M.\]

\[(7.24b) \quad h_0 \varepsilon(h_0) \cap Q^G_y \subset \bigcup_{i=1}^{M} Q^H \cdot (Q^H)^{-1} \cdot h_0 z_i.\]

Assume contrary to \((7.24a)\) that \(h_0 z_i = h' h_0 z_j\) for \(i \neq j\). Then

\[h^{-1} h' h_j \exp(w_j)y = h^{-1} h' h_j z_j = h_0 z_i = h_1 \exp(w_i)y.\]

That is \(\exp(-w_i) h \exp(w_j)y = y\) where \(h = h^{-1} h' h_j\). Note moreover that \(\hat{h} \in B^H_{100 \beta^2}\), see \((2.4)\), and \(w_i \neq w_j \in B_{e(0, 2 \beta^2)}\). Therefore \(I \neq \exp(-w_i) h \exp(w_j) \in B^G_{200 \beta^2}\). Recall however that \(\beta \leq \eta^2\) and \(y \in X_{2 \eta}\), thus, \(g \mapsto g \cdot h_0 z_i\) is injective on \(B^G_{100 \beta^2}\) for all small enough \(\beta\). This contradiction implies that \((7.24a)\) holds.

We now show \((7.24b)\). Let \(h_0 z_i \in h_0 \varepsilon(h_0) \cap Q^G_y\), then \(h_0 z_i \in h \exp(w_i)y\) for \(1 \leq i \leq M\) and \(h \in Q^H\). Moreover, we have \(h_0 z_i = h_1 \exp(w_i)y\), thus \(h_0 z_i = h h^{-1} h_0 z_i\) as claimed in \((7.24b)\).

Recall now that \(E = E \cdot \{\exp(w)x : w \in F\}\) where \(E \subset H\) with \(m_H(E) \asymp \beta^{-2} \eta\). In view of the definition of \(\mu_E\), see \((7.2)\), we conclude that

\[h_0 \mu E(h_0 \alpha z_i) \ll \beta^6 e^{-\ell m_0} \beta^{-2} \eta^{-1} (\#F)^{-1} \ll \beta^{3.5} e^{-\ell m_0} (\#F)^{-1};\]

recall that \(\beta \leq \eta^2\).

Using \((7.24a)\) and the definition of \(J(h_0)\) in \((7.18)\), we deduce from the above that \(M \gg \beta^{9.5} \cdot (\#F)\). Assuming \(\beta\) is small so to account for the implied multiplicative constant (which depends only on \(G\) and \(\Gamma\)), we get

\[(7.25) \quad M \geq \beta^{10} \cdot (\#F).\]

Let \(1 \leq i, j \leq M\), then using \((7.23)\) we have

\[(7.26) \quad h_0 z_i = h_1 \exp(w_i)y = h_1 \exp(w_i) \exp(-w_j) h_j^{-1} h_0 z_j = h_1 h_j^{-1} \exp(\Ad(h_j) w_i) \exp(-\Ad(h_j) w_j) h_0 z_j = h_1 h_j^{-1} h_j \exp(w_i) h_0 z_j;\]

where \(h_{ij} \in H\) and \(w_{ij} \in \tau\), \(h_{ii} = I\), \(w_{ii} = 0\) for all \(i, j\); moreover, we have

\[(7.27a) \quad \|h_{ij} - I\| \leq C_5 \beta^2 \|w_{ij}\| \quad \text{and} \]

\[(7.27b) \quad 0.5 \|\Ad(h_j)(w_i - w_j)\| \leq \|w_{ij}\| \leq 2 \|\Ad(h_j)(w_i - w_j)\|,\]

for all \(i, j\), see Lemma \(2.1\).

We will show that the claims in the lemma hold with \(z_1\) and

\[F_1 = \{w_{1i} : 1 \leq i \leq M\},\]

with \(w_{1i}\) as defined in \((7.26)\). By Lemma \(7.5\) we have

\[(7.28) \quad \#F_1 \leq C_{14} \beta^{-7} e^{5 \ell m_0} \cdot (\#F) \leq \beta^{-8} e^{5 \ell m_0} \cdot (\#F).\]
where in the last inequality we assume \( \beta \) is small to account for \( C_{14} \).

First note that \( h_0z_1 \in h_0E(h_0) \cap Q^{G,y} \) by its definition, and that \( F_1 \) satisfies the claimed properties by its definition, (7.25), and (7.28). Let us now show that part (1) in the statement of the lemma holds. Indeed by (7.26), we have

\[
h_0z_i = h_i h_1^{-1} h_{i1} \exp(w_{i1}) h_0 z_1 \in (B_{10}^{H}) \cdot \exp(w_{i1}) h_0 z_1 \cap h_0E(h_0).
\]

Therefore, \( \exp(w_{i1}) h_0 z_1 \in (B_{10}^{H})^{-1} h_0 E(h_0) \subset B_{10}^{H} h_0 E(h_0) \), see (2.4) for the last inclusion. This establishes the first claim in part (1) of the lemma.

To see the second claim in part (1), let \( h_0z \in h_0E(h_0) \cap Q^{G,y} \). Then in view of (7.24b), we have \( h_0 z = \hat{h} h_0 z_i \) for some \( \hat{h} \in Q^{H} \cdot (Q^{H})^{-1} \) and \( 1 \leq i \leq M \). Thus,

\[
h_0z = \hat{h} h_0 z_i \in (Q^{H} \cdot (Q^{H})^{-1}) \cdot B_{10}^{H} \cdot \exp(w_{i1}) h_0 z_1.
\]

Hence the second claim in part (1) also follows, again see (2.4).

For the proof of part (2) in the statement of the lemma, we need the following.

Sublemma. Let

\[
E_1 = E \{ \exp(w) h_0 z_1 : w \in F_1 \}.
\]

Let \( z \in E_1 \), and write \( z = h u_r \exp(w_{i1}) h_0 z_1 \) where \( h \in B_{\beta} \), \( |r| \leq 0.1\eta \), and \( w_{i1} \in F_1 \). Then

\[
f_{E_1}(e,z) \leq 2 f_{E}(h_0, z_i) + \beta^{-2} \epsilon m_0 \cdot \#F_1
\]

where \( z_i \in E(h_0) \) is defined as in (7.23), in particular it satisfies

\[
h_0 z_i = h_i h_1^{-1} h_{i1} \exp(w_{i1}) h_0 z_1,
\]

see (7.26), and \( \ell = [\kappa_{10}^{-\epsilon/2}] \).

Let us first assume the sublemma, and finish the proof of the lemma.

Recall that \( \beta = e^{-\kappa \eta/2} \) where

\[
0 < \kappa \leq 0.02 \kappa_{10}^{-\epsilon/2}.
\]

In view of (7.25), we have

\[
\#F_1 = M \geq \beta^{10} \cdot \#F \geq e^{(1-10\kappa)\eta/2}
\]

where we used the bound \( \#F \geq e^{\eta/2} \).

Recall also that \( \kappa_{10}^{-1} m_0 \leq 1/4 \); this estimate and (7.29) imply that

\[
\kappa_{10}^{-2} m_0 + \kappa \leq (1 - 10\kappa)\epsilon/2.
\]

Using this and (7.30), we conclude that

\[
e^{(\kappa_{10}^{-2} m_0 + \kappa) \eta} \cdot (\#F_1) \leq e^{(1-10\kappa)\eta/2} \cdot (\#F_1) \leq (\#F_1)^{1+\epsilon}.
\]

Let \( z \in E_1 \), and let \( z_i \in E(h_0) \) be as in the sublemma. Then, by (7.12c) we have

\[
f_{E}(h_0, z_i) \leq e^{M n - \frac{M}{4}}
\]
where \( \ell = \lfloor \kappa_1 10^\varepsilon n \rfloor \). Thus, using the sublemma and \((7.31)\) we deduce that
\[
f_{E_1}(e, z) \leq (2e) \cdot e^{(M - \frac{\kappa_1 10}{4})n} + e^{\kappa_1 10^\varepsilon n_0} \cdot (\#F_1)
\leq 6e^{(M - \frac{\kappa_1 10}{4})n} + (\#F_1)^{1+\varepsilon}.
\]

We now consider two possibilities. Indeed, if \((\#F_1)^{1+\varepsilon} \geq 6e^{(M - \frac{\kappa_1 10}{4})n}\), then the above bound implies that
\[
f_{E_1}(e, z) \leq 2(\#F_1)^{1+\varepsilon},
\]
hence, \((7.21a)\) holds.

Alternatively, if \((\#F_1)^{1+\varepsilon} < 6e^{(M - \frac{\kappa_1 10}{4})n}\), then
\[
f_{E_1}(e, z) \leq 7e^{(M - \frac{\kappa_1 10}{4})n} \leq e^{(M - 2\kappa_1 10^\varepsilon)n},
\]
assuming \( n \geq n_0 \) is large enough. In consequence, \((7.21b)\) holds.

These estimates finish the proof of part (2) and of the lemma, assuming the sublemma. \(\square\)

**Proof of the Sublemma.** The proof is similar to the proof of Lemma 7.6.

Let \( z \in E_1 \). Then
\[
f_{E_1}(e, z) = \sum_{w \in I_{E_1}(e, z)} \|w\|^{-\alpha}
= \sum_{\|w\| \leq e^{-\ell m_0 \beta^2}} \|w\|^{-\alpha} + \sum_{\|w\| > e^{-\ell m_0 \beta^2}} \|w\|^{-\alpha}
\leq \sum_{\|w\| \leq e^{-\ell m_0 \beta^2}} \|w\|^{-\alpha} + e^{\ell m_0 \beta^{-2}} \cdot (\#F_1).
\]

In consequence, we need to investigate the first summation in \((7.32)\). Let \( w \in I_{E_1}(e, z) \), then \( z, \exp(w)z \in E_1 \). In view of the definition of \( E_1 \) and \((7.26)\), we may write
\[
z = h u_r \exp(w_{1i}) h_0 z_1 = h u_r h_{i1}^{-1} h_i^{-1} h_0 z_i = \tilde{h} h_0 z_i
\]
similarly, \( \exp(w)z = \tilde{h}' h_0 z_j \) where \( 1 \leq i, j \leq M \) and \( \tilde{h}, \tilde{h}' \in B_{H_0}^{1/5\eta} \), see \((2.4)\).

Recall also from \((7.26)\), that
\[
h_0 z_j = h_j h_{1i}^{-1} h_j^{-1} \exp(w_{ji}) h_0 z_i
\]
where \( h_j \) and \( w_{ji} \) satisfy \((7.27a)\) and \((7.27b)\). Hence we may apply Lemma 2.2 recall that \( \beta^2 \leq 0.1\eta \), and conclude
\[
\|w_{ji}\| \leq 2\|w_{ji}\|.
\]
Moreover, since \( h_0 z_j \)'s belong to different local \( H \)-orbits, see \((7.23)\), \( w \mapsto w_{ji} \) is well-defined and is one-to-one.

Assume now that \( \|w\| \leq e^{-\ell \eta m_0 \beta^2} \), then \( \|w_{ji}\| \leq 2e^{-\ell \eta m_0 \beta^2} \). This estimate and \((7.27a)\) imply that
\[
\|h_{ji} - I\| \leq 2C_0 \beta^2 \|w_{ji}\| \leq e^{-\ell \eta m_0 \beta^2}
\]
assuming \( \beta \) is small enough.
Recall also that $h_j \in Q_H$ and that (7.12a) holds for $z_j$. Therefore, as $h_0 \in \text{supp}(\nu^{(\ell)})$, in particular it is of the form $h_0 = a_{\ell m_0}u_r$ for $|r| < 2$, we have by (2.11) that $h_j^{-1}h_j^{-1}h_0z_j \in h_0 \mathcal{E}$. That yields
\[
\exp(w_{j})h_0z_j = h_j^{-1}h_j^{-1}h_0z_j \in h_0 \mathcal{E}
\]
which implies $w_{j} \in I_\mathcal{E}(h_0, z_j)$ — recall that $\|w_{j}\| \leq 2e^{-\ell m_0} \beta^2 < \text{inj}(h_0z_j)$. This, (7.33), and the fact that $w \mapsto w_{j}$ is one-to-one imply that
\[
\sum_{w} \|w\| \leq e^{-\ell m_0} \beta^2 \|w\|^{-\alpha} \leq 2f_\mathcal{E}(h_0, z_j).
\]
This estimate and (7.32) finish the proof of the sublemma. \qed

We also need a lemma which is based on Proposition 6.1 and will provide the base case for our inductive argument in the proof Proposition 7.1.

7.11. Lemma. Let the notation be as in Proposition 7.1. In particular, let $0 < \eta < 0.01\eta_{H}$, $D \geq D_0$, and $x_0 \in X$. There exists $t_1$, depending on $\eta$, $D$, and the injectivity radius of $x_0$, so that the following holds for all $t \geq t_1$.

Let $0 < \varepsilon < 0.1$, and let $\beta = e^{-\kappa(t+1)/2}$ where $0 < \kappa \leq 0.02\kappa_{10}^{10}$. Then at least one of the following holds.

1. There exists a subset $F \subset B_{t}(0, \beta)$ with
\[
e^{t-5\kappa(t+1)} \leq \#F \leq e^{5t+4\kappa(t+1)}
\]
and some $y \in X_{2\eta} \cap (B_{\beta}^{H} \cdot a_{8t}) \cdot \{u_{r}x_{0} : r \in [0, 1]\}$ so that we put $\mathcal{E} = E \cdot \{\exp(w)y : w \in F\}$, then $\mathcal{E} \subset B_{10\beta}^{H} \cdot a_{9t} \cdot \{u_{r}x_{0} : r \in [0, 1]\}$ and
\[
f_{\mathcal{E}}(\varepsilon, z) \leq e^{D(t+1)}
\]
for all $z \in \mathcal{E}$.

2. There is $x' \in X$ such that $Hx'$ is periodic with
\[
\text{vol}(Hx') \leq e^{D_{t}} \quad \text{and} \quad d_{X}(x_0, x') \leq e^{(-D+D_{0})t}.
\]

Proof. Apply Proposition 6.1 with
\[
C_0 = (B_{\beta}^{H} \cdot a_{8t}) \cdot \{u_{r}x_{0} : r \in [0, 1]\}.
\]
If part (2) in that proposition holds, then part (2) above holds and the proof is complete. Therefore, let us assume that Proposition 6.1(1) holds.

Let $x \in X_{\eta} \cap C_0$ be a point given by Proposition 6.1(1); put $\mathcal{C} = (B_{\beta}^{H} \cdot a_{t}) \cdot \{u_{r}x : r \in [0, 1]\} \subset X$; and let $\mathcal{C}^{-} = (B_{\beta}^{H} \cdot a_{t}) \cdot \{u_{r}x : r \in [100e^{-t}, 1 - 100e^{-t}]\}$.

Let $\mu_{C}$ denote the pushforward to $\mathcal{C}$ of the normalized restriction of the Haar measure on $H$ to $C := (B_{\beta}^{H} \cdot a_{t}) \cdot \{u_{r} : r \in [0, 1]\} \subset H$ — the set $C$ was denoted by $E_{1, t, \beta}$ in (2.9). We will use the notation $C$ in this proof to avoid confusion with $E = B_{\beta}^{H} \cdot \{u_{r} : |r| \leq 0.1\eta\}$ from (7.4).

We now use arguments similar to, and simpler than, the ones used in Lemmas 7.9 and 7.10 to construct the set $\mathcal{E}$ as in part (1).
First note that by Proposition 3.1, if \( t > |\log \eta| + C \) (where \( C \) depends on \( X \)) we have
\[(7.34) \quad \mu_C(C^- \cap X_{4\eta}) \geq 1 - O(\sqrt{\eta})\]
where the implied constant depends on \( G \) and \( \Gamma \).

Let \( \{B_{\beta}^2 \hat{y}_j : j \in J\} \) be a covering of \( X_{4\eta} \) so that \( J \asymp \beta^{-12} \) where the implied constant depends on \( G \) and \( \Gamma \), see Lemma 7.9. Let \( J' \) be the set of those \( j \in J \) so that
\[(7.35) \quad \mu_C(C^- \cap X_{4\eta} \cap B_{\beta}^2 \hat{y}_j) \geq \beta^{13}.\]
This definition, the fact that \( \mu_C \) is a probability measure (and moreover by (7.34) a probability measure giving large measure to \( C^- \cap X_{4\eta} \)) and the estimate \( J \asymp \beta^{-12} \) imply that
\[(7.36) \quad M \geq \beta^{10} e^t.\]

We now use \( \hat{C} \) to define \( E \) which satisfies the desired properties in part (1). To that end, note that for every \( i \) and \( j \) we have
\[(7.37) \quad h_i \exp(w_i) \hat{y} = h_i \exp(w_i) \exp(-w_j) h_j^{-1} h_j \exp(w_j) \hat{y} \]
\[= h_i h_j^{-1} h_{ij} \exp(w_{ij}) h_j \exp(w_j) \hat{y}\]
where \( h_{ij} \in H \) and \( w_{ij} \in \mathfrak{r} \), \( h_{ii} = 1 \), \( w_{ii} = 0 \) for all \( i, j \); moreover, we have
\[(7.38a) \quad \|h_{ij} - I\| \leq C_5 \beta^2 \|w_{ij}\| \quad \text{and} \]
\[(7.38b) \quad 0.5 \| \text{Ad}(h_j)(w_i - w_j) \| \leq \|w_{ij}\| \leq 2 \| \text{Ad}(h_j)(w_i - w_j) \|, \]
for all \( i, j \), see Lemma 2.1. In particular, for all \( i, j \) we have
\[(7.39) \quad \|h_{ij} - I\| \ll \beta^4\]
for an absolute implied constant.
Thus, assuming \( \beta \) is small enough, we have \( h_j h_j^{-1} h_{ij} \in B_{10j}^H \), for all \( i, j \).
This and the fact that \( h \exp(w_i) \tilde{y} \in C^- \) imply that

\[
\exp(w_{ij}) h_j \exp(w_j) \tilde{y} = (h h_j^{-1} h_{ij})^{-1} \exp(w_i) \tilde{y}
\]

(7.40)

for all \( i, j \).

Let \( y := h \exp(w_1) \tilde{y} \in C^- \cap X_{2\eta} \) and \( F = \{ w_{i1} : i = 1, \ldots, M \} \). First note that by (7.40) and the virtue of Lemma 7.5, we have

\[
\# F \leq C_{14} \beta^{-7} e^{5t} \leq \beta^{-8} e^{5t}
\]

where in the last inequality we assume \( \beta \) is small to account for \( C_{14} \). This and (7.46) imply that

(7.41)

\[
e^{t-5\kappa(t+1)} = \beta^{10} e^t \leq \# F = M \leq \beta^{-8} e^{5t} = e^{5t+4\kappa(t+1)}
\]

which is the bound we claimed in part (1).

Define \( E = E \{ \exp(w_{i1}) y : w_{i1} \in F \} \). By (7.40), we have \( \{ \exp(w_{i1}) y : w_{i1} \in F \} \subset B_{10j}^H \cap C^- \). Recall also that \( E = B_{\beta}^H \cap \{ u_r : |r| \leq 0.1 \eta \} \) and

(7.42)

\[
u_{\beta} \cdot B_{\beta}^H \cdot a_{t} \subset B_{2^t}^H \cdot a_{t} \cdot u_{e^{-t} \eta},
\]

for all \( |r| \leq 0.1 \eta \). Thus

\[
E = B_{\beta}^H \cdot \{ u_r : |r| \leq 0.1 \eta \} \cdot \{ \exp(w_{i1}) y : w_{i1} \in F \}
\]

\[
\subset B_{\beta}^H \cdot B_{2^t}^H \cdot a_{t} \cdot \{ u_r x : r \in [0, 1] \}
\]

\[
\subset B_{5 \beta}^H \cdot a_{t} \cdot \{ u_r x : r \in [0, 1] \}
\]

\[
\subset \left( B_{5 \beta}^H \cdot a_{t} \cdot \{ u_r : r \in [0, 1] \} \right) \cdot B_{\beta}^H \cdot a_{st} \cdot \{ u_r x_0 : r \in [0, 1] \}
\]

\[
\subset B_{5 \beta}^H \cdot a_{t} \cdot B_{5 \beta}^H \cdot \{ u_r : |r| \leq 2 \} \cdot a_{st} \cdot \{ u_r x_0 : r \in [0, 1] \}
\]

where \( B_{\beta} = \{ u^\beta_r : |r| \leq \beta \} \cdot \{ a_{t} : |t| \leq \beta \} \) and we use \( x \in C_0 \) in the third line. Using \( u_r a_{st} = a_{st} u_{e^{-st} \eta} \), which holds for all \( r \) and \( t \), we conclude

\[
E \subset B_{5 \beta}^H \cdot a_{t} \cdot B_{5 \beta}^H \cdot a_{st} \cdot \{ u_r x_0 : r \in [0, 1] \}
\]

so long as \( t \geq 1 \).

Finally note that \( a_t B_{2^t} a_{-t} = \{ u^\beta_r : |r| \leq 2 \beta \} \cdot \{ a_{t} : |t| \leq 2 \beta \} \) for all \( t \). Thus assuming \( t \) is large enough, we have

\[
E \subset B_{10 \beta}^H \cdot a_{9t} \cdot \{ u_r x_0 : r \in [0, 1] \}
\]

We claim

(7.43)

\[
f_E(e, z) \leq 2 e^{D t} \leq e^{D(t+1)}
\]

for all \( z \in E \).

In view of the above discussion, this estimate finishes the proof of part (1) and of the lemma modulo (7.43).
The proof of (7.43) is similar to the proof of Lemma 7.6. For every $1 \leq i \leq M$, put $z_i = h_i \exp(w_i) \hat{y}$. Let $w \in I_\mathcal{E}(e, z)$, then $z, \exp(w)z \in \mathcal{E}$. In view of the definition of $\mathcal{E}$ and (7.37), we may write
\[ z = h_u \exp(w_i) y = h_u (h_i h_i^{-1} h_i) z_i = h z_i \]
similarly, $\exp(w)z = \bar{h} \bar{u} \exp(w_j) z_j$ where $1 \leq i, j \leq M$ and $\bar{h}, \bar{h}' \in B_{0.15 \eta}^H$, see (7.39) and (2.4). Recall also from (7.37) again that $z_j = h_j h_i^{-1} h_j z_i$ where $h_{ji}$ and $w_{ji}$ satisfy (7.38a) and (7.38b). Hence we may apply Lemma 2.2, recall that $\beta \leq \eta^2$, and conclude (7.44)
\[ \|w_{ji}\| \leq 2\|w\|. \]
Moreover, since $h_k \exp(w_k) \hat{y}$’s belong to different local $H$-orbits, $w \mapsto w_{ji}$ is well-defined and one-to-one. Recall also from (7.40) that $(h_j h_i^{-1} h_j z_i) \exp(w_{ji}) z_i \in \mathcal{C}$, for all $i, j$. Moreover by (7.38b), we have $\|w_{ji}\| \ll \beta^2 \leq \text{inj}(z_i)$. Altogether, we conclude that $w_{ji} \in I_{\mathcal{C}}(e, z_i)$.
This, (7.44), and the fact that $w \mapsto \hat{w}_{ji}$ is one-to-one imply that
\[ f_{\mathcal{E}}(e, z) = \sum_{w \in I_{\mathcal{E}}(e, z)} \|w\|^{-\alpha} \leq 2 \sum_{w \in I_{\mathcal{C}}(e, z)} \|w\|^{-\alpha} = 2 f_{\mathcal{C}}(e, z_i) \leq 2 e^{D t}, \]
where the last inequality is a consequence of Proposition 6.1(1). \( \square \)

**Proof of Proposition 7.1.** We now complete the proof of Proposition 7.1. Roughly speaking, the proof is based on repeatedly applying Lemma 7.10 to improve the bound on the corresponding Margulis function.

Let $0 < \eta < 0.01 \eta X$, $D \geq D_0 + 1$ (for $D_0$ as in Proposition 6.1), $x_0 \in X$, and $t > 0$ (large) be as in the statement of Proposition 7.1.

Fix some $\kappa$ satisfying
\[ 0 < \kappa \leq \frac{\kappa_0}{100 D}, \]
and put $\beta = e^{-\kappa(t+1)/2}$.

We assume $t$ is large enough so that $\beta \leq \eta^2$; assume further that $t \geq t_1$ where $t_1$ is as in Lemma 7.11.

**Base of the induction.** Apply Lemma 7.11 with $\eta$, $\beta$, $D$, $x_0$, and $t$. If Lemma 7.11(2) holds, then Proposition 7.1(2) holds and the proof is complete. Therefore, we assume that Lemma 7.11(1) holds. Let
\[ \mathcal{E} = \{ \exp(w)y : w \in F \} \subset B_{0.15}^H \cdot a_{9t} \cdot \{ u_r x_0 : r \in [0, 1.1] \} \]
be as in Lemma 7.11(1). Put $n = t + 1$, $M = D$, $y_0 = y$, $F_0 = F$, and $\mathcal{E}_0 = \mathcal{E}$. We further assume $t + 1 \geq 4n_0$ where $n_0$ is as in Lemma 7.7.
Apply Lemma 7.7 with this \( \mathcal{E}_0 \). If Lemma 7.7(1) holds, then \( e^{\frac{Mn}{2}} \leq e^{\frac{en}{2}} \cdot (\# F_0) \). Since \( \# F_0 \geq e^{t-5\kappa (t+1)} \geq e^{\frac{en}{2}} \), we have

\[
f_{\mathcal{E}_0}(e, z) \leq e^{\frac{Mn}{2}} \leq e^{\frac{en}{2}} \cdot (\# F_0) \leq (\# F_0)^{1+\varepsilon}.
\]

Hence by Lemma 7.6, for all \( w \in F_0 \),

\[
\sum_{w \neq w'} \|w - w'\|^{-\alpha} \leq 4 \cdot (\# F_0)^{1+\varepsilon}.
\]

This estimate together with (7.46) implies that part (1) in the proposition holds with \( \tau = 9t \), \( x_1 = y \) and \( F = F_0 \) if we choose \( R \) large enough so that \( e^{-t/R} \geq 10^\beta \).

The inductive step. In view of the above discussion, let us assume that Lemma 7.7(2) holds for \( \mathcal{E}_0 \). Let \( L_{\mathcal{E}_0} \) be as in Lemma 7.8. Let \( h_0 \in L_{\mathcal{E}_0} \), and let \( y_j \) for some \( j \in J(h_0) \) be as in Lemma 7.9. Moreover, note that

\[
e^{\frac{en}{2}} \leq e^{t-5\kappa (t+1)} \leq \# F_0 \leq e^{5t+4\kappa (t+1)} = \beta^{-8} e^{5t},
\]

and \( n > n_0 \). Therefore, we may apply Lemma 7.10. By that lemma, there exist \( z_1 \) with

\[
h_0 z_1 \in h_0 \mathcal{E}_0(h_0) \cap Q^G \cdot y_j
\]

and a subset \( F_1 \subset B_t(0, \beta) \), containing 0, with

\[
\beta^{10} \cdot (\# F_0) \leq \# F_1 \leq \beta^{-8} e^{\frac{100}{\beta} \varepsilon_{mn_0}} \cdot (\# F_0)
\]

so that both of the following are satisfied.

(I-1) For all \( w \in F_1 \), we have

\[
\exp(w) h_0 z_1 \in B_{100\beta^2}^H h_0 \mathcal{E}_0(h_0),
\]

conversely for every \( h_0 z \in h_0 \mathcal{E}_0(h_0) \cap Q^G \cdot y_j \), there exists some \( w \in F_1 \) so that

\[
h_0 z \in B_{100\beta^2}^H \exp(w) h_0 z_1.
\]

(I-2) If we put \( \mathcal{E}_1 = \mathcal{E} \cdot \{ \exp(w) h_0 z_1 : w \in F_1 \} \), then at least one of the following properties hold:

(7.47a) \[
f_{\mathcal{E}_1}(e, z) \leq 2 \cdot (\# F_1)^{1+\varepsilon} \quad \text{for all } z \in \mathcal{E}_1,
\]

(7.47b) \[
f_{\mathcal{E}_1}(e, z) \leq e^{(M-\frac{M}{4\kappa})n} \quad \text{for all } z \in \mathcal{E}_1.
\]

If (7.47a) holds, we set \( \mathcal{E}_{\infty} = \mathcal{E}_1 \). Otherwise, we repeat the above construction to define sets \( F_2, \ldots \) and the corresponding \( \mathcal{E}_2, \ldots \).

Let \( i_{\max} := \left\lfloor \frac{6M-3}{4\kappa} \right\rfloor + 1 \), then by the choice of \( \kappa \) in (7.45), we have

(7.48) \[
M-\frac{M}{4\kappa} i_{\max} \leq 1/2 \quad \text{and} \quad 5\kappa (i_{\max} + 1) \leq 1/4
\]

Suppose now that \( i \leq i_{\max} \), and we have constructed \( \mathcal{E}_0, \ldots, \mathcal{E}_i \) so that (7.47a) does not hold for \( \mathcal{E}_k \), for all 0 \( k \leq i \). Then (7.47b) holds and we have

(7.49) \[
f_{\mathcal{E}_k}(e, z) \leq e^{(M-\frac{M}{4\kappa})k n} \quad \text{for all } 0 \leq k \leq i \text{ and all } z \in \mathcal{E}_k.
\]
By the second estimate in (7.48), for all $0 \leq k \leq i$, we have
\[
#F_k \geq \beta^{10^k} (#F_0) \geq e^{t-5\kappa(k+1)(t+1)} \geq e^{(3t-1)/4} \geq e^{2n/3}.
\]
Since (7.47a) does not hold for $E_k$, but (7.47b) holds, we have
\[
e^{rn/2} \cdot (#F_k) \leq (#F_k)^{1+\epsilon} \leq e^{(M - \frac{F_0}{3})n}
\]
for all $0 \leq k \leq i$.

Thus we are in case Lemma 7.7(2) for all these $k$, moreover, we have the bound $#F_k \geq e^{2n/3}$. In consequence, Lemma 7.10 is applicable in every step, and we can define $F_{i+1}$ and $E_{i+1}$.

The conclusion of the proof. We now show that in at most $i_{\text{max}}$ many steps, we obtain a set $E$ which satisfies (I-1) above and (7.47a). Indeed, in view of the first estimate in (7.48),
\[
e^{(M - \frac{2\kappa}{3})i_{\text{max}}n} < e^{n/2}.
\]
As $#F_k \geq e^{2n/3}$ for all $F_k$’s which are constructed, this observation together with (7.49) implies that in at most $i_{\text{max}}$ number of steps, (7.47a) holds.

In consequence, we get some $i_{\text{fin}} \leq i_{\text{max}}$, so that if we put $F_{\text{fin}} := F_{i_{\text{fin}}} \subset B_\epsilon(0, \beta)$, then $#F_{\text{fin}} \geq e^{2n/3}$, and the set
\[
E_{\text{fin}} = E.\{\exp(w) : w \in F_{\text{fin}}\}
\]
satisfies
\[
\text{f}_{E_{\text{fin}}}(e, z) \leq 2 \cdot (#F_{\text{fin}})^{1+\epsilon}
\]
for all $z \in E_{\text{fin}}$ (cf. (7.47a)).

We claim that $F_{\text{fin}}$ and $y_{\text{fin}}$ also satisfy
\[
\{\exp(w) : w \in F_{\text{fin}}\} \subset \left(B^{H}_{100(i_{\text{fin}}+10)} \cdot a_r \cdot \{u_r : |r| \leq 4\}\right) \cup X_{\eta},
\]
with $\tau$ satisfying
\[
9t \leq \tau = 9t + i_{\text{fin}} \cdot 10^m0(t+1) \leq 9t + 2m0Mt = 9t + 2m0Dt.
\]
Let us first assume (7.51) and finish the proof of the proposition.

First note that using the definition of $\tau$ above, we have
\[
e^{t/2} \leq #F_{\text{fin}} \leq e^{(t+1)/4} e^{5m0(t+1)} \cdot (#F_0) \leq e^{5\tau}.
\]
The assertion (7.50) and Lemma 7.6 imply that for all $w \in F_{\text{fin}}$,
\[
\sum_{w \neq w'} ||w - w'||^{-\alpha} \leq 4 \cdot (#F_{\text{fin}})^{1+\epsilon}.
\]
This estimate together with (7.51) implies that part (1) in the proposition holds with $x_1 = y_{\text{fin}}$ and $F = F_{\text{fin}}$ if we choose $R$ large enough so that $e^{-t/R} \geq 100(i_{\text{fin}}+10)/\beta$. This concludes the proof of Proposition 7.1 modulo the proof of (7.51).
To see \((7.51)\) holds, note that at every step, the element \(h_0\) is of the form 
\[ a_{m_0\ell}u_{r_k} \]
where \(r_k \in [0,1]\) and \(\ell = \lfloor \kappa_10^{t+1} \rfloor\). Now for all \(0 \leq k < i_{\infty}\), we have
\[ \mathcal{E}_{k+1} \subset B_{2\beta}^s \cdot a_{m_0\ell}u_{r_k} \cdot \{ u_{\bar{r}} : |\bar{r}| \leq 2e^{-m_0\ell} \} \cdot \mathcal{E}_k. \]
where \(B_{\beta}^s = \{ u_s : |s| \leq \beta \} \cdot \{ a_\ell : |\ell| \leq \beta \}\). To see this note that by (I-1) we have
\[ \{ \exp(w)x_1 : w \in F_{k+1} \} \subset B^H_{100\beta^2} \cdot a_{m_0\ell}u_{r_k} \cdot \mathcal{E}_k. \]
Now for every \(|r| \leq 1\), \(\hat{h} \in B_{\beta}^H\) and \(h \in B_{100\beta^2}\), we have \(huh = h'u_{\bar{r}}\) where \(h' \in B_{\beta}^s\) and \(|r'| \leq 2\); moreover, \(u_{\bar{r}}a_{m_0\ell} = a_{m_0\ell}u_{-m_0\ell+r}\). Assuming \(\ell \geq 5\), which may be guaranteed by taking \(t\) large, and using the definition
\[ \mathcal{E}_{i+1} = E_\cdot \{ \exp(w)x_1 : w \in F_{i+1} \}, \]
the inclusion in \((7.53)\) follows.

Arguing similarly, \((7.46)\) implies that
\[ \mathcal{E}_0 \subset B_{2\beta}^s \cdot a\cdot \{ u_r x_0 : r \in [0,1.15] \}. \]
Using the fact that \(a_{m_0\ell}B_{2\beta}^s \subset B_{\beta}^s\) and arguing inductively,
\[ \mathcal{E}_{i+1} \subset B_{100(i_{\infty}+1)\beta}^H \cdot (a_{m_0\ell}u_{r_{i+1}}U) \cdots (a_{m_0\ell}u_{r_1}U) \cdot \{ u_{\bar{r}} : |\bar{r}| \leq 2e^{-m_0\ell} \} \cdot x_0 \]
where \(r_k \in [0,1]\) and \(U = \{ u_{\bar{r}} : |\bar{r}| \leq 2e^{-m_0\ell} \} \). Moreover, for every \(i \leq i_{\max}\),
\[ (a_{m_0\ell}u_{r_{i+1}}U) \cdots (a_{m_0\ell}u_{r_1}U) \subset a_{m_0(i+1)\ell} \cdot u_{\bar{r}} \cdot \{ u_{\bar{r}} : |\bar{r}| \leq 4e^{-m_0\ell} \} \]
where \(\sum e^{-m_0(k-1)\ell}r_k \in [0,1.5]\).

This implies \((7.51)\) except for the bound \((7.52)\) on \(\tau\). To see the claimed bound on \(\tau\), note that
\[ i_{\max}\ell \leq (\frac{6M-3}{\kappa_0^2} + 1)\kappa_10^{t+1} \leq 2Mt \]
which implies the bound on \(\tau\).

\[ \square \]

8. PROOF OF THE MAIN THEOREM

In this section we will complete the proofs of Proposition 1.2 and Theorem 1.1.

8.1 Proof of Proposition 1.2. Let \(D_0\) be as in Proposition 6.1 and choose \(D \geq 2D_0\) so that \(\delta/2 \leq D_0/(D-D_0) \leq \delta\).

Let \(\eta_0 = 0.01\eta_X\), and let \(0 < \eta < \eta_0\). Let \(x_1 \in X_\eta\), and let \(t_0\) be as in Proposition 7.1 applied with \(D\) and \(\eta\).

Define \(t\) by \(T = e^{(D-D_0)t}\), and let \(T_1\) be so that \(T \geq T_1\) implies \(t \geq t_0\).

We may assume that Proposition 7.1(1) holds. Indeed, if Proposition 7.1(2) holds, then since \(e^{D_0't} = TD_0/(D-D_0)\) and \(\delta/2 \leq D_0/(D-D_0) \leq \delta\), Proposition 1.2(2) holds and the proof is complete.

Let \(0 < \theta < 1/2\) be arbitrary. Apply Proposition 7.1(1) with \(\varepsilon = 0.01\theta\) and \(\alpha = 1 - \varepsilon\). Without loss of generality, we will further assume that \(T_1\) is large enough so that \(e^{-\alpha t/2} \leq (2C_\varepsilon C^{-1}_T)^{-1}\eta^3\), this is motivated by 5.4.
By Proposition 7.1(1), there exists $R > 0$, depending on $D$ and $\theta$, so that the following holds. There exist $x_1 \in X_\eta$, some $9t \leq \tau \leq 9t + 2m_0Dt$ (where $m_0$ depends on $\theta$ as in (7.1)), and a subset $F \subset B_\epsilon(0, 1)$, containing 0, with $e^{t/2} \leq \# F \leq e^{5\tau}$, so that both of the following properties are satisfied.

\begin{align}
(8.1a) & \quad \{\exp(w)x_1 : w \in F\} \subset \left( B^H_{e^{-t/R}} \cdot a_\tau \cdot \{u_\tau x_0 : |r| \leq 4\} \right) \cap X_\eta \\
(8.1b) & \quad \sum_{w \not\in w} ||w - w'||^{-\alpha} \ll (\# F)^{1+\epsilon} \quad \text{for all } w \in F,
\end{align}

where the implied constant depends on $X$.

Now apply Proposition 5.1 with $\eta, \epsilon, \alpha = 1 - \epsilon, x_1,$ and $F$; note that (5.4) is satisfied since $\# F \geq e^{t/2}$. Let

\begin{align}
(8.2) & \quad x_2 \in X_\eta \cap a_{\log b_1} \cdot \{u_\tau \exp(w)x_1 : |r| \leq 2, w \in F\}, \\
I & \subset [0, 1], b_1 > 0, \text{ and the probability measure } \rho \text{ on } I \text{ be as in that proposition. In particular, we have}
\end{align}

\begin{align}
(8.3) & \quad e^{-5\tau} \leq (\# F)^{-\frac{2+6\epsilon}{2+21\epsilon}} \leq b_1 \leq (\# F)^{-\epsilon},
\end{align}

and the following hold

\begin{align}
(8.4a) & \quad \rho(J) \leq C_\epsilon |J|^{\alpha - 30\epsilon} \quad \text{for all } |J| \geq (\# F)^{\frac{15\epsilon}{21\epsilon}} \\
(8.4b) & \quad \nu_{\epsilon} x_2 \in B^H_{\epsilon b_1} \cdot a_{\log b_1} \cdot \{u_\tau \exp(w)x_1 : |r| \leq 2, w \in F\} \quad \text{for all } s \in I,
\end{align}

where $\rho$ is an absolute constant.

Set $\kappa := \frac{\epsilon}{4D_0} = \frac{g}{100D_0}$. Since $\# F \geq e^{t/2}$, we have

\begin{align}
(8.5) & \quad (\# F)^{-\frac{15\epsilon}{21\epsilon}} \leq (\# F)^{-\epsilon} \leq e^{-5\tau/2} \leq T^{-\delta\epsilon/4D_0} = T^{-\delta\kappa};
\end{align}

recall that $\delta/2 \leq D_0/(D - D_0) \leq \delta$ and $T = e^{(D-D_0)\epsilon}$.

Combining (8.5) and equation (8.4a), we conclude that

\begin{align}
(8.6) & \quad \rho(J) \leq C_\epsilon |J|^{\alpha - 30\epsilon} \leq C_\epsilon |J|^{1 - \eta}, \quad \text{for all intervals } J \text{ with } |J| \geq T^{-\delta\kappa}.
\end{align}

This establishes Proposition 1.2(1)(a) if we put $C_\theta = C_\epsilon$.

Let us now turn to the proof of Proposition 1.2(1)(b). We first claim that

\begin{align}
(8.7) & \quad \{u_\tau \exp(w)x_1 : |r| \leq 2, w \in F\} \subset B^H_{\epsilon b_1} \cdot a_\tau \cdot \{u_\tau x_0 : |r| \leq 4.5\},
\end{align}

where $\rho = e^{-t/R}$ and $B^H_{\epsilon b_1} = \{u_\tau : |d| \leq \rho\} \cdot \{a_\tau : |\ell| \leq \rho\}$. To see this, first note that using (8.1a), we have

\begin{align}
\{\exp(w)x_1 : w \in F\} & \subset B^H_{\epsilon b_1} \cdot a_\tau \cdot \{u_\tau x_0 : |r| \leq 4\}.
\end{align}

Now for every $|r| \leq 2$ and $h \in B^H_{\rho}$, we have $u_\tau h = h'u_\tau$, where $h' \in B^H_{\epsilon b_1}$ and $|r'| \leq 3$; moreover, $u_\tau a_\tau = a_\tau u_\tau e^{-r'}$. The claim follows as $\tau \geq 2$.

Combining (8.7), (8.4b), and (8.2) for all $s \in I \cup \{0\}$ we have

\begin{align}
(8.8) & \quad v_{\epsilon} x_2 \in B^H_{\epsilon b_1} \cdot a_{\log b_1} \cdot \{u_\tau \exp(w)x_1 : |r| \leq 2, w \in F\} \\
& \quad \subset B^H_{\epsilon b_1} \cdot a_{\log b_1} \cdot B^s_{10\epsilon} a_\tau \cdot \{u_\tau x_0 : |r| \leq 4.5\}.
\end{align}

By the definition of $B^s_{10\epsilon}$ above, we conclude that

\begin{align}
a_{\log b_1} B^s_{10\epsilon} a_{\log b_1} \subset \{u_\tau : |d| \leq b_1\} \cdot \{a_\tau : |\ell| \leq 10\rho\}
\end{align}
This and (8.8) imply that
(8.9) \( v_s v_x \in B_{C_{\log b_1}} \cdot \{ a_{t r} : |t| \leq 10 \rho \} \cdot a_{r+|\log b_1|} \cdot \{ u_r : |r| \leq 4.5 \} \cdot x_0 \).

Recall that \( b_1 \leq (\# F)^{-\varepsilon} \leq e^{-ct/2} \leq T^{-\varepsilon/4D_0} \) and \( \rho = e^{-\varepsilon/R} \). Moreover, note that the bound \( e^{-5\tau} \leq b_1 \) in (8.3) and \( \tau \leq 9t + 3m_0 D t \) imply \( e^{(r+|\log b_1|)/2} \leq e^{3\tau} \leq e^{3t+9m_0 D t} \leq T^{A' - 1} \), for \( A' \) depending only on \( \theta \). Hence, in view of (8.9), we have
\[
 d_X(v_s v_x, B_p(e, T^{A'}) \cdot x_0) \ll_X T^{-4\varepsilon/4D_0},
\]
for all \( s \in I \cup \{0\} \).

The above and (8.5) finish the proof of the proposition if we let \( y_0 = x_2 \) and \( \kappa_3 = \varepsilon/4D_0 = \frac{\varepsilon}{400D_0} \).

\[ \square \]

8.2. Proof of Theorem 1.1. Let \( \theta = \varepsilon_0/2 \) where \( \varepsilon_0 \) is given by Proposition 4.2.

Apply Proposition 1.2 with \( x_0, \theta, \eta = 10^{-4} \eta_X \), and the given \( \delta \). Let \( T > T_1 \) where \( T_1 \) is as in Proposition 1.2.

If Proposition 1.2(2) holds, then Theorem 1.1(2) holds and we are done.

Therefore, let us assume that Proposition 1.2(1) holds. Let \( y_0, I, \) and \( \rho \) be as in Proposition 1.2(1).

Let \( 0 < \rho < 0.1 \eta_X \), and let \( z \in X_{\rho'} \). There is a function \( f_{\rho, z} \) supported on \( B_{0, \rho z} \) with \( \int f_{\rho, z} \, dm_X = 1 \) and \( S(f_{\rho, z}) \leq \rho^{-N} \), where \( N \) is absolute.

Let \( b = T^{-\varepsilon_0} \) and let \( t = |\log b|/4 \). In view of Proposition 1.2(1), \( \rho \) satisfies (4.6) with \( C_{\rho} \).

Apply Proposition 4.2 with \( f = f_{\rho, z} \) for \( \rho = e^{-\varepsilon_0 /2N} \). Then
\[
 \left| \int \int f(a_{t r} u_r v_s y_0) \, dp \, dr - 1 \right| \ll C_{\rho} S(f) e^{-\varepsilon_0/2} \ll C_{\rho} e^{-\varepsilon_0/2},
\]
where we used \( \eta = 10^{-4} \eta_X \), hence the dependence on \( \eta \) in Proposition 4.2 can be absorbed in the implicit constant.

Assuming \( T \) is large enough, depending on \( \theta \), the right side of the above is \( < 1/2 \). Thus \( a_{t r} u_r v_s y_0 \in \text{supp}(f) \) for some \( r \in [0, 1] \) and \( s \in I \).

Let \( \kappa_1 = \kappa_0 / 8N \). The above thus implies that
(8.10) \( d_X(z, a_{t r} \{ u_r v_s y_0 : r \in [0, 1], s \in I \}) \ll \delta^{\kappa_1} \)
for all \( z \in X_{\rho \cdot 11/11} \).

Moreover, by Proposition 1.2(1), we have
\[
 d_X(u_r v_s y_0, (u_r \cdot B_p(e, T^{A'})) \cdot x_0) \leq C_2 b,
\]
for all \( s \in I \cup \{0\} \) and \( r \in [0, 1] \). Note also that if \( z, z' \in X \) satisfy, \( d(z, z') \leq C_2 b \), then \( d_X(a_{t r}, a_{t s}) \ll b^{1/2} \). In consequence,
(8.11) \( d_X(a_{t r} \{ u_r v_s y_0 : r \in [0, 1], s \in I \}, B_p(e, T^{A' + 1}) \cdot x_0) \ll b^{1/2}, \)
where we used \( a_{t r} \{ u_r : r \in [0, 1] \} \cdot B_p(e, T^{A'}) \subset B_p(e, T^{A' + 1}), \)
which in turn follows from \( t = |\log b|/4 \) and \( b = T^{-\kappa_2} \).

Combining (8.10) and (8.11), we conclude that
\[
d_X(z, B_\rho(e, T^{A'+1}.x_0)) \ll \kappa_1 = T^{-\delta\kappa_1}\]
for all \( z \in X_{\kappa_1} \), where the implied constant depends on \( X \). This implies Theorem 1.1(1) with \( \kappa_1 = \kappa_2 \kappa_{11} \).

As was remarked in §4, \( \kappa_X \) in (4.1) is absolute if \( \Gamma \) is a congruence subgroup, see [9, 12, 27]. Hence, if \( \Gamma \) is assumed to be a congruence subgroup, then \( A \) and \( \kappa_1 \) only depend on \( \Gamma \) via (6.2).

\[\square\]

9. Proof of Theorem 1.3

Let \( \eta_X \) be as in Proposition 3.4 and \( \kappa_7 \) as in Proposition 3.1. Define
\[
C_X = \eta_X^{-1} \text{vol}(G/\Gamma) e^{\kappa_7}
\]
where \( \text{vol}(G/\Gamma) \) is computed using the Riemannian metric \( d \), see also (4.2).

For \( 0 < \alpha < 1 \) choose an \( m_\alpha > 0 \) as in (2.12), i.e., \( m_\alpha \) satisfies that
\[
\int_0^1 \|a_{m_\alpha}urw\|^{-\alpha} dr \leq e^{-1}\|w\|^{-\alpha} \quad \text{for all } w \in g.
\]

In this section, the notation \( a \ll_X b \) means \( a \leq LC_X b \) where \( L \) is an absolute constant. Similarly, \( a \ll_{X,\alpha} b \) means
\[
a \leq LC_X e^{L\alpha} b
\]
where \( L \) is an absolute constant. Define \( a \gg_X b \) and \( a \gg_{X,\alpha} b \) accordingly.

Throughout this section, \( Y = Hx \) is a periodic orbit. Let \( \mu_{Hx} \) denote the probability \( H \)-invariant measure on \( Hx \). We put \( \text{vol}(Y) = v \). In view of Lemma 3.6, we have \( v \gg_X 1 \). The following proposition is our replacement for Proposition 7.1 in the setting at hand.

9.1. Proposition. Let \( 0 < \alpha < 1 \). There exists \( y_0 \in Y \) and a subset \( F \subset B_\rho(0,1) \), containing \( 0 \), with \( \#F \gg_X v \) so that both of the following properties are satisfied:
\[
\begin{align*}
(9.1.a) & \{ \exp(w)y_0 : w \in F \} \subset Y \cap X_{\text{cpt}}, \text{ see } (3.5) \text{ for the definition of } X_{\text{cpt}}. \\
(9.1.b) & \sum_{w' \neq w} \|w - w'\|^{-\alpha} \ll_{X,\alpha} \#F \text{ for all } w \in F \text{ where the summation is over } w' \in F.
\end{align*}
\]

The general strategy in proving Proposition 9.1 is similar to the strategy we used to prove Proposition 7.1. However, the argument simplifies significantly thanks to the fact that \( Y \) is equipped with an \( H \)-invariant probability measure. In particular, we do not require Proposition 6.1 hence \( \Gamma \) is not assumed to be an arithmetic lattice in this section, see Proposition 9.3.

For every \( 0 < \delta \leq 1 \) and every \( y \in Y \), put
\[
I(y, \delta) = \{ w \in \tau : 0 < \|w\| < \delta \text{inj}(y) \text{ and } \exp(w)y \in Y \},
\]
see also (7.3). We will write \( I(y) = I(y, \delta_0) \) where
\[
\delta_0 = e^{-3-\kappa} \min\{\text{inj}(x) : x \in X_{\text{cpt}}\}
\]
see \([9.1]\); recall also that \(\text{inj}(x) \leq 1\) for all \(x \in X\).

We need the following lemma.

9.2. **Lemma.** There exists \(C_{15} \ll_X 1\) so that
\[
\#I(y) \leq C_{15}v
\]
for every \(y \in Y\).

**Proof.** This is proved for \(G = \text{SL}_2(\mathbb{C})\) in \([44, \text{Lemma 8.13}]\), see also \([23, \S 8]\).

The same argument applies in the case of \(G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})\) if we replace \([44, \text{Lemma 8.4}]\) by Proposition \(3.4\). We sketch the proof for the sake of completeness.

By virtue of Lemma \(7.5\) for all \(y \in X_{\text{cpt}}\), we have
\[
\#I(y,1) \ll_X v.
\]

Suppose now that \(y \in Y \setminus X_{\text{cpt}}\), and let \(t = |\log \text{inj}(y)| + C_7\). By Proposition \(3.4\), there exists \(|r| \leq 1\) so that \(a_t u r y \in X_{\text{cpt}}\). Moreover, for all \(|w| < d_0 \text{inj}(y)\), see \([9.4]\), we have
\[
||a_t u r w|| \leq 3e^t \|w\| = 3e^{C_7} \text{inj}(y)^{-1} \|w\| < 0.5 \text{inj}(a_t u r y).
\]

This and the fact that \(Y\) is invariant under \(H\) imply that if \(w \in I(y) = I(y, d_0)\), then \(a_t u r w \in I(a_t u r y, 1)\).

The above estimate also implies that the map \(w \mapsto a_t u r w\) is an injective map from \(I(y)\) into \(I(a_t u r y, 1)\). Consequently,
\[
\#I(y) \leq \#I(a_t u r y, 1) \ll_X v.
\]
The proof is complete. \(\square\)

Let \(0 < \alpha < 1\), and define a Margulis function \(f_Y : Y \to [2, \infty)\) by
\[
f_Y(y) = \begin{cases} 
\sum_{w \in I(y)} \|w\|^{-\alpha} & \text{if } I(y) \neq \emptyset \\
\text{inj}(y)^{-\alpha} & \text{otherwise}
\end{cases}
\]

Let \(m_{\alpha}\) be as in \([9.2]\). Define the probability measure \(\nu\) on \(H\) by the property that for every \(\varphi \in C_c(X)\)
\[
\nu * \varphi(y) = \int_0^1 \varphi(a_{m_{\alpha}} u r y) \, dr.
\]

The following proposition may be thought of as our replacement for Proposition \(6.1\)

9.3. **Proposition.** There exists \(C_{16} \ll_{X,\alpha} 1\) so that
\[
\int f_Y(y) \, d\mu_Y(y) \leq C_{16} \cdot v.
\]

The following lemma is analogue of Lemma \(7.3\) and will be used in the proof of Proposition \(9.3\)
9.4. **Lemma.** There exists $C_{17} \ll_{X, \alpha} 1$ so that for all $\ell \in \mathbb{N}$ and all $y \in Y$, we have

$$
\nu^{(\ell)} * f_Y(y) \leq e^{-\ell} f_Y(y) + C_{17} \nu \sum_{j=1}^{\ell} e^{-\ell \nu^{(j)}} * \text{inj}(y)^{-\alpha}.
$$

**Proof.** Note that $\text{supp}(\nu) \subset \{ h \in H : \| h \| \leq e^{2m_\alpha+1} \}$. Let $C \geq 1$ be so that

$$
\| \text{Ad}(h)w \| \leq C\| w \|
$$

for all $h$ with $\| h \| \leq e^{2m_\alpha+1}$ and all $w \in \mathfrak{g}$. Increasing $C$ if necessary, we also assume that $\text{inj}(z)/C \leq \text{inj}(hz) \leq C \text{inj}(z)$ for all such $h$ and all $z \in X$. Arguing as in the proof of Lemma 7.3, we will first convert the information in Proposition 9.3 into a pointwise estimate at most points. Let $h \in H$ and all $w \in \mathfrak{g}$.

A proof similar to Proposition 9.3 implies integrability is by now a standard fact, see e.g. [20, §5] or [23, Lemma 11.1]; we recall the argument. In view of Proposition A.3 we have

$$
\int_H \text{inj}(hx)^{-\alpha} d\nu^{(n)}(h) \leq e^{-n} \text{inj}^{-\alpha}(x) + B
$$

for all $n \in \mathbb{N}$ where $B \ll_{X} 1$. This and Lemma 9.4 imply that

$$
\limsup \nu^{(n)} * f_Y(y) \leq 1 + 2C_{17}B.
$$

By Chacon-Ornstein theorem, for every $\varphi \in L^1(Y, \mu_Y)$ and $\mu_Y$-a.e. $y \in Y$, we have

$$
\frac{1}{N+1} \sum_{n=0}^{N} \nu^{(n)} * \varphi(y) \rightarrow \int \varphi d\mu_Y.
$$

For every $k \in \mathbb{N}$, put $\varphi_k = \min\{f_Y, k\}$. Using Egorov’s theorem, there exists $Y_0 \subset Y$ with $\mu_Y(Y_0) \geq 0.9$ and for every $k$ there is some $N_k$ so that the following holds. For all $k$, all $y \in Y_0$, and all $N \geq N_k$, we have

$$
\frac{1}{N+1} \sum_{n=0}^{N} \nu^{(n)} * \varphi_k(y) \geq 0.5 \int \varphi_k d\mu_Y.
$$

Let $y \in Y_0$, then the above estimate and (9.7), applied with $y$, imply that

$$
\int \varphi_k d\mu_Y \leq 2(1 + 2C_{17}B) \text{ for all } k. \text{ Using Lebesgue’s dominated convergence theorem, we conclude that }
$$

$$
\int f_Y d\mu_Y \leq 2(1 + 2C_{17}B).
$$

The claim follows as $\nu \gg_{X} 1$. \hfill \Box

**Proof of Proposition 9.4.** Put $\eta = 0.1\eta_X$ where $\eta_X$ is as in Proposition 3.4. Recall from Lemma 3.6 that

$$
\mu_Y(X_{2\eta}) \geq 0.9.
$$

As was done in Lemma 7.3, we will first convert the information in Proposition 9.3 into a pointwise estimate at most points. Let

$$
Y'' = \{ y \in Y : f_Y(y) \leq 10C_{16} \nu \}.
$$

Then by Proposition 9.3, we have \( \mu_Y(Y \setminus Y') \leq 0.01 \).

Let \( Y' = Y'' \cap X_{2\eta} \) and let \( \beta = \eta^2 = 0.01\eta_X^2 \). The above and (9.8) imply that \( \mu_Y(Y') \geq 0.9 \). Let \( \{ B^G_{\beta^2, z_j} : z_j \in X_{2\eta}, j \in J \} \) be a covering of \( X_{2\eta} \) so that \( \#J \ll_X 1 \). Then there exists some \( c \gg_X 1 \) and some \( j_0 \) so that

\[
\mu_Y(B^G_{\beta^2, z_{j_0}} \cap Y') \geq c.
\]

(9.10)

Recall that \( Y \) is \( H \)-invariant and \( g z_j \in X_{\text{cpt}} \) for all \( j \) and \( \| g - I \| \leq 2 \), see \( \{3.5\} \) where \( X_{\text{cpt}} \) is defined. Let \( y_0 \in B^G_{\beta^2, z_{j_0}} \cap Y' \). As was done in Lemma 7.10, let \( F_1 \subset B_\varepsilon(0,2\beta^2) \) so that

\[
B^G_{\beta^2, z_{j_0}} \cap Y' \subset \bigcup_{w \in F_1} B^H_{\beta} \exp(w) y_0.
\]

Then \( \#F_1 \geq c\eta^{-3} \varepsilon \). Put \( \mathcal{E}_1 = E \cdot \{ \exp(w) y_0 : w \in F_1 \} \subset Y \cap X_{\text{cpt}} \).

There exists \( C'' \ll_{X,\alpha} 1 \) so that

\[
f_{\mathcal{E}_1}(\varepsilon, z) \leq f_Y(z) \leq C'' \varepsilon \quad \text{for all } z \in \mathcal{E}_1
\]

(9.11)

To see this, note that by the definition of \( f_Y \), for every \( h \in H \) with \( \| h - I \| \leq 1 \) and all \( y \in X_\varepsilon \cap Y \), we have \( f_Y(hy) \leq f_Y(y) + \bar{C}\varepsilon \) where \( \bar{C} \ll_X 1 \). Now for every \( z \in \mathcal{E}_1 \), there exists \( y \in Y'' \subset Y'' \) and some \( h \in H \) with \( \| h - I \| \leq 10\eta^2 \) so that \( z = hy \). This implies the claim in view of the definition of \( Y'' \) in (9.9). Alternatively, (9.11) can be seen by letting \( \ell = 0 \) in the proof of the sublemma in Lemma 7.10, see in particular (7.32).

Now (9.11) and Lemma 7.6 imply that

\[
\sum_{w' \neq w} \| w - w' \|^{-\alpha} \leq C \varepsilon
\]

where the summation is over \( w' \in F_1 \) and \( C \ll_{X,\alpha} 1 \).

The proposition holds with \( y_0 \) and \( F = F_1 \).

\( \square \)

9.5. Proof of Theorem 1.3. The proof goes along the same lines as the proof of Theorem 1.1 if we replace Proposition 7.1 with Proposition 9.1 as we now explicate.

Let \( \varepsilon = 0.0005\varepsilon_0 \) and \( \alpha = 1 - \varepsilon \) where \( \varepsilon_0 \) is given by Proposition 4.2. By Proposition 9.1, the conditions in Proposition 5.1 holds with \( y_0 \in Y \cap X_{\text{cpt}} \), \( F, \alpha \), and \( \eta = 0.1\eta_X \).

Recall that \( \#F \gg_X \varepsilon \). We assume \( \varepsilon \) is large enough so that

\[
(\#F)^{-\varepsilon} \leq (\bar{C}_1^2 \varepsilon^{-1} \eta^3).
\]

Then by Proposition 5.1, there exist \( y_1 \in X_{\eta} \), a finite subset \( I \subset [0,1] \), and some \( b_1 > 0 \) with

\[
\varepsilon^2 (\#F)^{-\varepsilon} \ll_X (\#F)^{-\varepsilon} \leq b_1 \leq (\#F)^{-\varepsilon} \ll_X \varepsilon^{-\varepsilon},
\]

(9.12)

so that both of the following two statements hold true:
(1) The set \( I \) supports a probability measure \( \rho \) which satisfies
\[
\rho(J) \leq C'_\varepsilon \cdot |J|^{\alpha - 30\varepsilon}
\]
for all intervals \( J \) with \( |J| \geq (\#F)^{-\frac{15\varepsilon}{\varepsilon + 21\varepsilon}} \), where \( C'_\varepsilon \ll \varepsilon^{-4} \) for absolute implied constants.

(2) There is an absolute constant \( C \ll X \), so that for all \( s \in I \), we have
\[
v_s y_1 \in \mathcal{B}_{C_\varepsilon \cdot \{a | \log b_1 | : \{u_r : |r| \leq 2\} \cdot \exp(w) y_0 : w \in F\}} \cap \mathcal{B}_{C_\varepsilon} Y,
\]
For the last inclusion in (2) we used \([9.1a]\) and the \( H \)-invariance of \( Y \).

In particular, part (2) and \( b_1 \leq (\#F)^{-\varepsilon} \) imply that
\[
d_X(v(s)y_1, Y) \leq C'v^{-\varepsilon} \quad \text{for all } s \in I,
\]
where \( C' \ll X, \alpha \).

The proof of Theorem 1.3 is now completed as the proof of Theorem 1.1 if we replace Proposition 1.2 with part (1) above and \( [9.13] \), see \( \S 8.2 \).

We note that
\[
[C_3] \ll X, \alpha \quad \text{and} \quad [\kappa_3] = C_3 \varepsilon
\]
where the notation \( \ll X, \alpha \) is defined in \([9.3]\), \( c \) is an absolute constant, and \( \kappa_3 \) is as in Proposition 4.2; we also used the fact that \( C_{10} \ll X \), see Proposition 1.2.

Note that \( \kappa_\Sigma \) in \([4.1]\), and hence \( \kappa_3 \) is absolute if \( \Gamma \) is congruence.

9.6. **Proof of Theorem 1.4** Let \( \Gamma \subset SL_2(\mathbb{C}) \) be as in the statement. As was mentioned prior to Theorem 1.4, a totally geodesic plane in \( M \) lifts to a periodic orbit of \( H = SL_2(\mathbb{R}) \) in \( X = G/\Gamma \).

Recall from \([3,5]\) that \( X \setminus X_{\eta_X} \) is a disjoint union of finitely many cusps. Let \( M_0 \subset M \) denote the image of \( X_{\eta_X} \) in \( M \). Then \( M \setminus M_0 \) is a disjoint union of finitely many (possibly none) cusps.

Let \( \eta_1 > 0 \) be so that for \( i = 1, 2 \) there exists \( x_i \in X_{\eta_0} \) such that \( \mathcal{B}_{\eta_1} x_i \) projects into the interior of \( N_i \cap M_0 \). In view of \([16\text{ Thm. 1.5}]\), applied with \( s = 1/2 \), we have \( \eta_1 \geq X \text{ area}(\Sigma)^{-4} \) where \( \Sigma = \partial N_1 = \partial N_2 \).

Thus, Theorem 1.3 implies that if \( Hx \) is a periodic orbit which satisfies
\[
[C_3] \text{vol}(Hx)^{-\varepsilon} \leq 0.5 \min\{\eta_1, \eta_X\},
\]
then \( Hx \cap \mathcal{B}_{\eta_1} x_i \neq \emptyset \), for \( i = 1, 2 \). Therefore, the corresponding plane crosses \( \Sigma \).

Let us now assume that \( S \) is a plane which crosses \( \Sigma \). By \([23\text{ Thm. 4.1}]\), see also \([3\text{ Prop. 12.1}]\), \( S \) intersects \( \Sigma \) orthogonally. It is shown in \([24\text{ Prop 5.1}]\) that one can construct an explicit open set \( O \) of the unit tangent bundle of \( M \) which projects into the 1-neighborhood of \( M_0 \) and does not intersect such an \( S \) — indeed this set is constructed using a tubular neighborhood of \( \Sigma \cap M_0 \).
Let $\eta_2$ and $x \in X$ be so that $B_{\eta_2}^G x$ projects into $O$. In view of [44 Thm. 1.5], applied with $s = 1/2$, and the construction in [24 Prop 5.1], we have $\eta_2 \gg_X \text{area}(\Sigma)^{-4}$.

Note that $\text{H}(x) \cap B_{\eta_2}^G x = \emptyset$. However, by Theorem 1.3 again, if $C_3 \text{vol}(Y) \ll X \text{area}(\Sigma)^{-4}$.

This and (9.15) thus imply that $\text{vol}(\text{H}(x)) \leq \left( \frac{C_3}{\min(\eta_1, \eta_2)} \right)^{1/6} \ll_X \text{area}(\Sigma)^{4/6} C_3^{1/63}$.

Moreover, in view of [44 Cor. 10.7], the number of periodic $H$-orbits with $\text{vol}(\text{H}(x)) \leq T$ is $\ll_X T^{6/5}$.

When $G = \text{SL}_2(\mathbb{C})$ (which is the case here), $C_7 \ll |\log \eta_X|$ for an absolute implied constant; see the proof of Proposition 3.1. Moreover, in view of Lemma 2.4 and the fact that $\alpha = 1 - 0.0005\varepsilon_0$, we have $e^{m\alpha} \ll \kappa_X^*$ for absolute implied constants (see Proposition 4.2).

The proof is thus complete in view of the above, (9.14), and (9.3). □

Appendix A. Proof of Proposition 3.1 Case 2

In this section we complete the proof of Proposition 3.1. Recall that we are left with the case where $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$ and $\Gamma$ is irreducible.

By a theorem of Selberg [53], we have the following: up to automorphisms of $G$, irreducible non-uniform lattices in $\text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$ are commensurable to $\text{SL}_2(\mathbb{O})$ where $\mathbb{O}$ is the ring of integers in a totally real quadratic extension $L/\mathbb{Q}$.

Therefore, applying an automorphism of $G$ and passing to a finite index subgroup, we may assume that $\Gamma \subset \text{SL}_2(\mathbb{O})$ where $\mathbb{O}$ is the ring of integers in a totally real quadratic extension $L/\mathbb{Q}$.

In view of this reduction, for the proof of Proposition 3.1 we may assume $\Gamma = \text{SL}_2(\mathbb{O})$ where $\mathbb{O}$ and $L$ are as above. By fixing a $\mathbb{Z}$-basis for $\mathbb{O}$ one can identify

$$G = G(\mathbb{R}) \quad \text{and} \quad \Gamma = G(\mathbb{Z}).$$

where $G = \text{Res}_{L/\mathbb{Q}}(\text{SL}_2)$, the restriction of scalers from $L$ to $\mathbb{Q}$.

Let $B \subset \text{SL}_2$ denote the group of upper triangular matrices in $\text{SL}_2$ and put $P = \text{Res}_{L/\mathbb{Q}}(B)$. Then $P$ is a minimal and maximal $\mathbb{Q}$-parabolic subgroup of $G$. Moreover,

$$\text{SL}_2(L) = G(\mathbb{Q}) = P(\mathbb{Q}) \Xi \Gamma$$

where $\Xi \subset \text{SL}_2(L)$ is a finite set.

In the case at hand, $\mathfrak{g} = \text{Lie}(G) = \mathfrak{sl}_2(\mathbb{R}) \oplus \mathfrak{sl}_2(\mathbb{R})$, moreover, $\mathfrak{g}$ is equipped with the $\mathbb{Q}$-structure:

$$\mathfrak{g}_\mathbb{Q} = \mathfrak{sl}_2(L) \subset \mathfrak{g}.$$

We will also write $\mathfrak{g}_\mathbb{Z}$ for $\mathfrak{sl}_2(\mathbb{O})$; then $\mathfrak{g}_\mathbb{Z}$ is a lattice in $\mathfrak{g}.$
Note that $\mathcal{O}^\times \mathfrak{g}_\mathbb{Z} = \mathfrak{g}_\mathbb{Z}$. Recall the following elementary fact: there exists some $c = c_L$ so that the following holds. For every $(w_1, w_2) \in \mathfrak{g}$ with $\|w_1\||w_2\| \neq 0$, there exists some $s \in \mathcal{O}^\times$ so that

$$c^{-1}(\|w_1\||w_2\|)^{1/2} \leq \|sw_i\| \leq c(\|w_1\||w_2\|)^{1/2},$$

for $i = 1, 2$, see e.g. [35, Lemma 8.6].

Let $N = R_g(\text{P}(\mathbb{R}))$, i.e. $N$ is the unipotent radical of $\text{P}(\mathbb{R})$. We fix a basis $\{v_1, v_2\}$ for $\text{Lie}(N)$ consisting of primitive integral vectors as follows. Write $L = \mathbb{Q}[\sqrt{\beta}]$; put $v_1 = (E_{12}, E_{12})$ and $v_2 = (\sqrt{\beta} E_{12}, -\sqrt{\beta} E_{12})$ where $E_{12}$ denotes the elementary matrix with 1 at the $(1, 2)$-entry, and define

$$v := v_1 \wedge v_2 \in \wedge^2 \mathfrak{g}.$$

Since $v \in \mathfrak{g}_\mathbb{Q}$, for any $g \in \mathbf{G}(\mathbb{Q})$, we have $\Gamma g.v$ is contained in the set of rational vectors in $\wedge^2 \mathfrak{g}$ whose denominators (with respect to the $\mathbb{Z}$ structure given by $\mathfrak{g}_\mathbb{Z}$) are bounded in terms of $g$. In particular, $\Gamma g.v$ is a discrete and closed subset of $\wedge^2 \mathfrak{g}$.

Note that for any $g = (g_1, g_2) \in G$, we have

$$gv = (p_1(gv_1), 0) \wedge (0, p_2(gv_2)) + (0, p_2(gv_1)) \wedge (p_1(gv_2), 0) = -2\sqrt{\beta}(g_1 E_{12}, 0) \wedge (0, g_2 E_{12})$$

where $p_i$ denotes the projection onto the $i$-th components.

Define $\omega : G/\Gamma \to [2, \infty)$ as follows:

$$\omega(g\Gamma) = \max \left\{ 2, \max \left\{ \|g(\xi, \gamma)\|^{-1} : \xi \in \Xi^{-1}, \gamma \in \Gamma \right\} \right\}.$$

We have the following analogue of Lemmas 3.2 and 3.3. In the case at hand, this result is a consequence of the fact that the $\mathbb{Q}$-rank of $\mathbf{G}$ is 1 — recall that $\mathbf{P}$ is a minimal and maximal $\mathbb{Q}$-parabolic subgroup of $\mathbf{G}$.

**A.1. Lemma.** Let the notation be as above.

1. There exists $C = C(\Gamma) \geq 2$ so that the following holds. Let $g\Gamma \in X$. If $\omega(g\Gamma) \geq C$, then there is $\xi_0 \in \Xi^{-1}$ and $\gamma_0 \in \Gamma$ so that $\|g(\xi_0, \gamma_0)\|^{-1} = \omega(g\Gamma)$ and $\|g(\xi, \gamma)\| > 1/C$, for all $(\xi, \gamma) \neq (\xi_0, \gamma_0)$.

2. There exists $C_{18}$ so that the following holds. Let $0 < \eta < 1$, $t > 0$, and $g \in G$. Let $I \subset \mathbb{R}$ be an interval of length at least $\eta$. Then

$$\left\{ r \in I : \|a_1 u_r g v\| \leq e^{2t\eta^4\|g v\|^2} \right\} \leq C_{18} |I|.$$

**Proof.** As we mentioned above, there is some $M \in \mathbb{N}$ so that $\Gamma \Xi^{-1}.v_i \subset \frac{1}{M}\mathfrak{g}_\mathbb{Z}$.

Let $0 < \delta < 1$ be a small number which will be explicated later. Suppose there are $(\xi, \gamma) \neq (\xi', \gamma')$ so that

$$\|g(\xi, \gamma)\| < \delta \quad \text{and} \quad \|g(\xi', \gamma')\| < \delta.$$

Using the identity in (A.3), we have

$$\|p_1(g(\xi, \gamma)v_1)\| \cdot \|p_2(g(\xi, \gamma)v_2)\| \leq \delta/2$$
Recall that \( v_1 = (E_{12}, E_{12}) \) and \( v_2 = (\sqrt{3}E_{12}, -\sqrt{3}E_{12}) \). Therefore,
\[
\|p_1(g\gamma \xi v_i)\| \cdot \|p_2(g\gamma \xi v_i)\| \ll \beta \delta, \quad \text{for } i = 1, 2.
\]
Similarly, we have \( \|p_1(g\gamma \xi' v_i)\| \cdot \|p_2(g\gamma \xi' v_i)\| \ll \beta \delta, \quad \text{for } i = 1, 2. \)

We now apply (A.2) to the four vectors \( g\gamma \xi v_i \) and \( g\gamma \xi' v_i \), for \( i = 1, 2 \). In consequence, there is a linearly independent subset
\[
\{w_1, w_2, w_3, w_4\} \subset \frac{1}{M} \text{Ad}(g)g_2
\]
so that each \( w_i \) is a nilpotent element of size \( \ll \beta \delta^{1/2} \).

Since \( \delta \) is small enough, then \( \{Nw_1, Nw_2, Nw_3, Nw_4\} \) generates a nilpotent Lie algebra. This, however, contradicts the fact that the dimension of a maximal nilpotent subalgebra in \( g \) is 2 and finishes the proof of part (1).

The argument for part (2) is similar to the proof of Lemma 3.3 as we now explain. For every \( g \in G \) and every \( \delta > 0 \), put
\[
I(g, \delta) = \{ r \in I : \|p_1^+ (u_r g.v_i)\| \leq 0.01\delta \eta^2 \|p_i(g.v_i)\| \text{ for } i = 1 \text{ or } i = 2 \}
\]
where \( p_1^+ \) denotes the projection from \( g \) onto \( \mathbb{R}(E_{12}, 0) \) and \( p_2^+ \) denotes the projection from \( g \) onto \( \mathbb{R}(0, E_{12}) \); recall also that \( p_i \) denotes projection onto the \( i \)-th component. As it was observed in Lemma 3.3, we have
\[
|I(g, \delta)| \leq 2C' \delta^{1/2} |I|.
\]

Let \( \delta = 100g^2 \), and let \( r \in I \setminus I(g, \delta) \). Then
\[
\|p_1^+(u_r g.v_i)\| \geq \eta^2 \|p_i(g.v_i)\| g^2 \quad \text{for } i = 1, 2.
\]

Using (A.3), we have \( \|g.v\| = 2\|p_1(g.v_1)\| \cdot \|p_2(g.v_2)\| \). Since \( a_t.w = e^t w \) for any \( w \in \text{span}\{(E_{12}, 0), (0, E_{12})\} \), using (A.3) and (A.5), we conclude that
\[
e^{2\eta^4} \|g.v\| g^4 = 2e^{2\eta^4} \|p_1(g.v_1)\| \cdot \|p_2(g.v_2)\| g^4 \leq 2e^{2\|p_1^+(u_r g.v_1)\| \cdot \|p_2^+(u_r g.v_2)\|} = \|a_t((p_1^+(u_r g.v_1), 0) \wedge (0, p_2^+(u_r g.v_2)))\| \leq \|a_t u_r g.v\|.
\]

The claim thus holds with \( C_{18} = 20C' \).

**A.2. Lemma.** Let the notation be as above. There exists \( C_{19} \) so that
\[
\omega(x)^{-1} / C_{19} \leq \text{inj}(x)^2 \leq C_{19} \omega(x)^{-1}
\]
for all \( x \in X \).

**Proof.** Let \( g \in G \) and assume that \( \text{inj}(g\Gamma) < \delta \). Then
\[
g\Gamma g^{-1} \cap B^G_{C\delta} \neq \emptyset
\]
where \( C \) is an absolute constant.

If \( \delta \) is small enough, then \( g\Gamma g^{-1} \cap B^G_{C\delta} \) consists only of unipotent elements. Therefore, there exists some nilpotent element \( w \in g_2 \) so that
\[
\|gw\| \ll \delta
\]
where the implied constant is absolute.

Since all minimal \(\mathbb{Q}\)-parabolic subgroups of \(G\) are conjugate to each other by elements in \(G(\mathbb{Q})\), it follows from (A.1) that there exists some \(\gamma \in \Gamma\) and some \(\xi \in \Xi\) so that \(w \in \text{Ad}(\gamma^{-1}\xi^{-1})\text{Lie}(N)\). Therefore, we may write
\[
w = \gamma^{-1}\xi^{-1} \cdot ((b + c\sqrt{\beta})E_{12}, (b - c\sqrt{\beta})E_{12})
\]
where \(b, c \in \frac{1}{M}\mathbb{Z}\) for some \(M\) depending on \(\Xi\).

Using the Iwasawa decomposition, we write \(g\gamma^{-1}\xi^{-1} = kan\) where \(k \in \text{SO}(2) \times \text{SO}(2), n \in N\), and \(a = (a_{t_1}, a_{t_2})\) is diagonal. Therefore,
\[
e^{t_1+t_2}(b^2 + c^2\beta) \ll \delta^2
\]
where the implied constant is absolute.

Now since \(b, c \in \frac{1}{M}\mathbb{Z}\) are non-zero, we have \(b^2 + c^2\beta \gg_M 1\). Altogether, we conclude that
\[
\|g\gamma^{-1}\xi^{-1}.v\| = 2\|p_1(a_{t_1}, v_1)\|\|p_2(a_{t_2}, v_2)\| \\
\leq 2\sqrt{\beta}e^{t_1+t_2} \leq 2\sqrt{\beta}\tilde{C}\delta^2
\]
where \(\tilde{C}\) depends on \(\Gamma\).

If we take \(\delta\) small enough so that \(2\sqrt{\beta}\tilde{C}\delta^2 \leq C(\Gamma)\), see Lemma A.1, we get the lower bound in the lemma.

We now turn to the proof of the upper bound. Using the reduction theory for arithmetic groups, see e.g. [46, Ch. 4], there exist \(t_0, r_0 > 0\) so that
\[
(\text{SO}(2) \times \text{SO}(2)) \cdot \{(a_t, a_{t'}) : t + t' \leq t_0\} \cdot \{n(r, s); |r|, |s| \leq r_0\} \cdot \Xi
\]
is a (generalized) fundamental domain for \(\Gamma\) in \(G\).

In particular, there exists \(t_1 \leq t_0\) so that if \(g = k(a_t, a_{t'})n(r, s)\xi_0\gamma_0\) for \(t + t' \leq t_1\), then
\[
\omega(g\Gamma) = \max\{\|g\gamma\xi^{-1}.v\|^{-1} : (\xi, \gamma) \in \Xi \times \Gamma\} = \|g\gamma_0^{-1}\xi_0^{-1}.v\|^{-1}
\]
\[
= \|k(a_t, a_{t'})n(r, s).v\|^{-1} = e^{-t-t'}\|v\|^{-1}.
\]

Moreover, using (A.3) and (A.2) we conclude that \(g\gamma_0^{-1}\xi_0^{-1}(N \cap \Gamma)\xi_0\gamma_0\) contains elements of size \(e^{t-t'+\frac{1}{2}}\). The upper bound estimate follows. \(\square\)

**Proof of Proposition 3.1: Case 2.** By Lemma A.2, \(t \geq |\log(\eta^4\omega(g\Gamma))| + C_7\) implies \(2t \geq \log(\eta^4\omega(g\Gamma))\) if we assume \(C_7\) is large enough.

Let \(\gamma_0 = 0.1C_{18}^{-1}\). In view of Lemma A.1(2) we have
\[
\sup\{\|a_t u, g\gamma\xi^{-1}.v\| : r \in I\} \geq \gamma_0^4 \quad \text{for all } \gamma \in \Gamma \text{ and } \xi \in \Xi
\]
so long as \(2t \geq |\log(\eta^4\omega(g\Gamma))|\).

Altogether, the conditions in [34, Thm. 4.1] are satisfied so long as \(t \geq |\log(\eta^2\text{inj}(g\Gamma))| + C_7\). Hence, similar to the previous case, the conclusion of the proposition in this case also holds true in view of [34, Thm. 4.1] — in light of Lemma A.1(1), the proof simplifies significantly. \(\square\)

We also record the following which is a special case of the results and techniques developed in [21] and [19] tailored to our setup here.
A.3. Proposition. Let $0 < \alpha < 1$ and let $m_\alpha$ be as in (2.12). There exists some $B = B(X, \alpha) \geq 1$ satisfying the following. For every $x \in X$ and every $n \in \mathbb{N}$ we have

$$
\int_H \text{inj}(hx)^{-\alpha} \, d\nu^{(n)}(h) \leq e^{-n \text{inj}^{-\alpha}(x)} + B
$$

where $\nu(\varphi) = \int_0^1 \varphi(a_{m_\alpha}u_r) \, dr$ for every $\varphi \in C_c(H)$ and $\nu^{(n)}$ denotes the $n$-fold convolution of $\nu$.

Proof. If $X$ is compact, then $\text{inj} : X \to \mathbb{R}$ is a bounded function and the result is clear.

Therefore, we may assume $X$ is not compact. If $G = \text{SL}_2(\mathbb{C})$, the claim in the proposition is proved in [44].

We now consider $G = \text{SL}_2(\mathbb{R}) \times \text{SL}_2(\mathbb{R})$ and consider separately the cases where $\Gamma$ is a reducible lattice and $\Gamma$ is irreducible.

Case 1. Let us first assume that $\Gamma$ is reducible. As was done before, passing to a finite index subgroup, we may assume $\Gamma = \Gamma_1 \times \Gamma_2$.

Let $\omega$ be defined as in (3.3). That is:

$$
\omega(x) = \max\{\omega_1(x_1), \omega_2(x_2)\}
$$

where $x = (x_1, x_2)$.

By [44] Prop. 6.7 we have $\omega(x) \asymp \text{inj}(x)^{-1}$. Therefore, it suffices to prove the proposition with $\text{inj}(x)$ replaced by $\omega(x)$. The result for $\omega_1$ and $\omega_2$ is well-known, see e.g. [44] [19] [21].

The result for $\omega$ thus follows as $\omega^\alpha \leq \omega_1^\alpha + \omega_2^\alpha \leq 2 \omega^\alpha$.

Case 2. Assume now that $\Gamma$ is irreducible. We will use the notation which we fixed in the beginning of this appendix. In particular, as was done in (A.4), define

$$
\omega(g\Gamma) = \max\left\{2, \max\{\|g_\gamma \xi, v\|^{-1} : \xi \in \Xi^{-1}, \gamma \in \Gamma\} \right\}
$$

In view of Lemma [A.2], we have $\omega(x) \asymp \text{inj}(x)^{-2}$ for all $x \in X$. Therefore, it suffices to prove the claim for $\omega^{1/2}$ instead if inj.

Let us recall from (A.3) that

$$
(A.6) \quad gv = -2(p_1(g.v), 0) \wedge (0, p_2(g.v)) = -2\sqrt{3}(g_1 E_{12}, 0) \wedge (0, g_2 E_{12})
$$

for any $g = (g_1, g_2)$.

Let $x = g\Gamma$. Fix $\gamma \in \Gamma$ and $\xi \in \Xi^{-1}$; for all $r \in [0, 1]$ and $\ell \in \mathbb{N}$ put $h_r = a_{\ell} u_r \gamma \xi$. In view of the Cauchy-Schwarz inequality and (A.6), applied
with \( h, g \), we have

\[
(A.7) \quad \left( \int_0^1 \| h_r g v \|^{-\alpha/2} \, dr \right)^2 \leq 2 \sqrt{3} \int_0^1 \| h_{1g_1 E_{12}} \|^{-\alpha} \, dr \int_0^1 \| h_{2g_2 E_{12}} \|^{-\alpha} \, dr.
\]

Then for \( i = 1, 2 \), by choice of \( m_\alpha \), we have

\[
\int_0^1 \| a_{m_\alpha u_r g_i \gamma_i \xi_i E_{12}} \|^{-\alpha} \, dr < e^{-1} \| g_i \gamma_i \xi_i E_{12} \|^{-\alpha},
\]

see (2.12).

Using (A.6) in reverse order and (A.7), we conclude from the above two estimates that

\[
(A.8) \quad \int_0^1 \| a_{m_\alpha u_r g_\gamma \xi_v} \|^{-\alpha/2} \, dr \leq e^{-1} \| g_\gamma \xi_v \|^{-\alpha/2}.
\]

Let \( C(\Gamma) \) be as in Lemma A.1. Then there exists some \( B'_{m_\alpha} > 0 \) so that if \( \omega(\Gamma) = \| g_\gamma \xi_v \|^{-1} \geq C(\Gamma) \cdot B'_{m_\alpha} \), then

\[
\omega(a_{m_\alpha u_r g_\Gamma}) = \| a_{m_\alpha u_r g_\gamma \xi_v} \|^{-1} \geq C(\Gamma)
\]

for all \( r \in [0, 1] \).

This and (A.8) imply that

\[
\int \omega^{\alpha/2}(h x) \, d\nu(h) = \int_0^1 \omega^{\alpha/2}(a_{m_\alpha u_r x}) \, dr \leq e^{-1} \omega^{\alpha/2}(x) + C(\Gamma) \cdot B'_{m_\alpha}
\]

for all \( x \in X \).

Iterating this estimate and summing the geometric sum, we conclude that

\[
(A.9) \quad \int \omega^{\alpha/2}(h x) \, d\nu^{(n)}(h) \leq e^{-n} \omega^{\alpha/2}(x) + B
\]

for all \( n \in \mathbb{N} \) where \( B = 2C(\Gamma) \cdot B'_{m_\alpha} \). The proof is complete. \( \square \)

**Appendix B. Proof of Theorem 5.2**

Recall that \( r \subset \text{Lie}(G) \) is identified with \( \mathfrak{sl}_2(\mathbb{R}) \) equipped with the adjoint action of \( \text{SL}_2(\mathbb{R}) \).

**B.1. Theorem.** Let \( 0 < \alpha \leq 1 \), and let \( 0 < b_0 < b_1 < 1 \). Let \( E \subset B_{c_1}(0, b_1) \) be a finite set, and let \( \rho \) denote the uniform measure on \( E \). Assume that

\[
(B.1) \quad \rho(B_{c_1}(w, b)) \leq \Upsilon \cdot (b/b_1)^\alpha \quad \text{for all } w \text{ and all } b \geq b_0
\]

where \( \Upsilon \geq 1 \).

Let \( 0 < \varepsilon < 0.01\alpha \), and let \( J \) be an interval. For every \( b \geq b_0 \), there exists a subset \( J_b \subset J \) with \( |J \setminus J_b| \leq c_2 b^\varepsilon \) so that the following holds. Let \( r \in J_b \), then there exists a subset \( E_{b,r} \subset E \) with

\[
\rho(E \setminus E_{b,r}) \leq C_\varepsilon b^\varepsilon
\]
such that for all $w \in E_{b, r}$, we have
$$
\rho(\{w' \in E : |\xi_r(w') - \xi_r(w)| \leq b\}) \leq C_{\varepsilon}(b/b_1)^{\alpha - 7\varepsilon}
$$
where $C_{\varepsilon} \ll \varepsilon^{-\ast} \Upsilon^\ast$ (implied constants are absolute) and
$$
\xi_r(w) = (Ad(u_r)w)_{12} = -w_{21}r^2 - 2w_{11}r + w_{12}.
$$

We need some more notation for the proof. First note that the assumption and the conclusion in the theorem are invariant under scaling. Thus replacing $E$ by $b^{-1} \cdot E$ and $b_0$ by $b_0/b_1$, we may assume $b_1 = 1$. We prove the theorem for $J = [0, 1]$, the proof in general is similar.

Let
$$
\Xi(w) = \{(r, \xi_r(w)) : r \in [0, 1]\}
$$
for every $w \in E$, and let $\Xi = \bigcup_w \Xi(w)$.

For every $b > 0$ and every $w \in E$, let
$$
\Xi^b(w) = \{(q_1, q_2) \in [0, 1] \times \mathbb{R} : |q_2 - \xi_{q_1}(w)| \leq b\}.
$$
Finally, for all $q \in \mathbb{R}^2$ and $b > 0$, define
(B.2) $$
m^b_\rho(q) := \rho(\{w' \in r : q \in \Xi^b(w')\}).
$$

The assertion in the theorem may be rewritten in terms of the multiplicity function $m^b_\rho$ as follows. We seek the set $J_b \subset [0, 1]$, and for every $r \in J_b$, the set $E_{b, r} \subset E$ so that
(B.3) $$
m^b_\rho((r, \xi_r(w))) \leq C_{\varepsilon}b^{\alpha - 7\varepsilon} \quad \text{for all } w \in E_{b, r}.
$$

The following lemma plays a crucial role in the proof of Theorem B.1. This is a more detailed version of [52, Lemma 8] in the setting at hand, see also [59, Lemma 1.4] and [60, Lemma 2.1]. Indeed, Lemma B.2 is a restatement of [30, Lemma 5.1] for a family of parabolas; similar to loc. cit., the regularity of the measure $\rho$, (B.1), is used as a replacement for the assumption in [52, Lemma 8] that the family has separated radii.

B.2. Lemma. Let the notation be as in Theorem B.1 with $b_1 = 1$. In particular, $E \subset B_1(0, 1)$ and (B.1) is satisfied. For every $0 < \varepsilon \leq 0.01\alpha$, there exists $0 < D \ll \varepsilon^{-\ast} \Upsilon^\ast$ (implied constants are absolute) so that the following holds. Let $b \geq b_0$. Then there exists a subset $\hat{E} = \hat{E}_b \subset E$ with
$$(E \setminus \hat{E}) \leq b^\varepsilon \cdot (#E)$$
so that for every $w \in \hat{E}$, we have
$$
|\Xi^b(w) \cap \{q \in \mathbb{R}^2 : m^b_\rho(q) \geq Db^{\alpha - 7\varepsilon}\}| \leq b^{2\varepsilon/\alpha}|\Xi^b(w)|.
$$

The proof of this lemma is mutatis mutandis of the argument in [30 Lemma 5.1] where one replaces the use of [59 Lemma 1.4] with [60 Lemma 5.18]. We explicate the notation and the main steps for the convenience of the reader.

Define $\Phi : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ by
$$
\Phi(x, y) = y_2 + 2x_1y_1 + x_2y_1^2.
$$
Given \( x_0 \in \mathbb{R}^2 \) and \( r_0 \in \mathbb{R} \), the set \( \{ y \in \mathbb{R}^2 : \Phi(x_0, y) = r_0 \} \) is a special example of a \( \Phi \)-circle in [36, 60].

Note that \( \Xi(w) = \{ y \in \mathbb{R}^2 : y_1 \in [0, 1], \Phi((w_{11}, w_{21}), y) = w_{12} \} \). The family \( \Xi \) satisfies the cinematic curvature conditions [60, Eq. (1.5) and (1.6)]. Indeed in the case at hand, these conditions follow from the following estimate

\[
\frac{1}{3} \max\{|x_1|, |x_2|\} \leq |\frac{\partial \Phi}{\partial y_1}| + |\frac{\partial^2 \Phi}{\partial y_1^2}| \leq 3 \max\{|x_1|, |x_2|\};
\]

we remark that when \( \Phi(0, y) = y_2 \), as is the case here, (B.4) may be taken as the definition of the cinematic curvature conditions, see [36, Eq. (21)].

Let \( w, w' \in B_t(0, 1) \); define

\[
\Delta(\Xi(w), \Xi(w')) = |\det(w - w')|^{1/2}.
\]

The function \( \Delta \) may be used to quantitatively measure the tangency of \( \Xi(w) \) and \( \Xi(w') \). Our choice of \( \Delta \) is different from \( \Delta_B(0,2) \) which is defined in [60, Def. 2.2], however, in the case at hand \( \Delta \asymp \Delta_B(0,2) \) — indeed, the (reduced) discriminant of \( \xi_r(w) - \xi_r(w') \) equals \( \det(w - w') \).

By [36, Lemma 3.1], for all \( 0 < \delta < 0.1 \) and all \( w, w' \in B_t(0, 1) \), we have

\[
\text{(B.5a)} \quad \text{diam}(\Xi^\delta(w) \cap \Xi^\delta(w')) \ll \frac{\sqrt{\Delta(w - w') + \delta}}{\sqrt{\|w - w'\| + \delta}}
\]

\[
\text{(B.5b)} \quad |\Xi^\delta(w) \cap \Xi^\delta(w')| \ll \frac{\delta^2}{\sqrt{\|w - w'\| + \delta}(\Delta(w - w') + \delta)},
\]

here and in the remaining parts of the argument, the implied constants are absolute unless otherwise is stated explicitly.

Let \( \mathcal{W}, \mathcal{B} \subset B_t(0, 1) \). We say \( (\mathcal{W}, \mathcal{B}) \) is \( t \)-bipartite if

\[
\text{(B.6)} \quad \max\{\text{diam}(\mathcal{W}), \text{diam}(\mathcal{B})\} \leq t \leq d(\mathcal{W}, \mathcal{B}).
\]

Let \( 0 < \delta \leq t \leq 1 \). A \((\delta, t)\)-rectangle \( R \subset \mathbb{R}^2 \) is a \( \delta \)-neighborhood of a piece of a parabola \( \Xi(w) \), \( w \in B_t(0,1) \), with length \( \sqrt{\delta/t} \). We say that two \((\delta, t)\)-rectangles are \( C \)-comparable if there is a \((C\delta, t)\)-rectangle which contains both of them. Otherwise, they are \( C \)-incomparable. Let \( w \in B_t(0,1) \), the parabola \( \Xi(w) \) is \( C \)-tangent to a \((\delta, t)\)-rectangle \( R \), if \( \Xi^{C\delta}(w) \) contains \( R \). Finally, fixing some large absolute constant \( C \geq 1 \), we say that two rectangles are comparable, if they are \( C \)-comparable. Similarly, \( \Xi(w) \) is said to be tangent to a rectangle \( R \) if \( \Xi(w) \) is \( C \)-tangent to \( R \).

Let \( 0 < \delta \leq t \leq 1 \), and let \( (\mathcal{W}, \mathcal{B}) \) be \( t \)-bipartite. Let \( R \) be a \((\delta, t)\)-rectangle. Put \( \mathcal{W}_R = \{ w \in \mathcal{W} : \Xi(w) \text{ is tangent to } R \} \); define \( \mathcal{B}_R \) analogously. We say \( R \) is of type \((\geq \mu, \geq \nu)\) with respect to \( \rho, \mathcal{W}, \) and \( \mathcal{B} \) if

\[
\rho(\mathcal{W}_R) \geq \mu \quad \text{and} \quad \rho(\mathcal{B}_R) \geq \nu.
\]

We say \( R \) is of type \((\mu, \nu)\) if \( \mu \leq \rho(\mathcal{W}_R) < 2\mu \) and \( \nu \leq \rho(\mathcal{B}_R) < 2\nu \).
The following is an analogue of [59, Lemma 1.4] tailored to our setting here; see also [60, Lemma 5.18] and [30, Lemma 4.4].

B.3. Lemma. Let \(0 < \delta \leq t \leq 1\), and let \((W, B)\) be \(t\)-bipartite. Let \(\varepsilon > 0\). Then the number of pairwise incomparable \((\delta, t)\)-rectangles of type \((\geq \mu, \geq \nu)\) with respect to \(\rho, W,\) and \(B\) is at most

\[
D_\varepsilon(\mu \nu)\varepsilon^{-2} \left( \left( \frac{\rho(W)\rho(B)}{\mu \nu} \right)^{3/4} + \frac{\rho(W)}{\mu} + \frac{\rho(B)}{\nu} \right)
\]

where \(D_\varepsilon \ll \varepsilon^{-*}\) and the implied constants are absolute.

Proof. Replacing the use of [59, Lemma 1.4] with [60, Lemma 5.18], the same proof as in [30, Lemma 4.4] applies here. The argument is standard: given \((W, B)\) and a collection \(\mathcal{R}\) of incomparable \((\delta, t)\)-rectangles, one uses a dyadic decomposition argument to find \(i, j \in \mathbb{N}\) with

\[
2^i/j^2 \leq \delta^{-3} \mu^{-1} \quad \text{and} \quad 2^i/j^2 \leq \delta^{-3} \nu^{-1},
\]

a subset \(\mathcal{R}' \subset \mathcal{R}\) with \(\# \mathcal{R}' \gg \varepsilon^{-*}(\# \mathcal{R}) \delta^{3\varepsilon} \mu^\varepsilon \nu^\varepsilon\), and a \(t\)-bipartite \((W', B')\) where \(W', B' \subset B(0, 1)\) are \(\delta\)-separated with \(\# W' \ll 2^i \rho(W)\) and \(\# B' \ll 2^i \rho(B)\), so that every \(R \in \mathcal{R}'\) is of type

\[
(\geq D_\varepsilon^2 \mu^{1+\varepsilon} \delta^{3\varepsilon}, D_\varepsilon^2 \geq 2^i \nu^{1+\varepsilon} \delta^{3\varepsilon})
\]

with respect to the counting measure, \(W'\), and \(B'\) for some \(D_\varepsilon \ll \varepsilon^{-*}\). One then applies [60, Lemma 5.18] to \((W', B')\) and \(\mathcal{R}'\) and obtains a bound for \(\# \mathcal{R}'\) which implies the desired bound for \(\# \mathcal{R}\). We note that the definition of a \(t\)-bipartite family in [60] requires the radii are \(\delta\)-separated, [60, Def. 2.3]; this assumption however is not used in the proof of [60, Lemma 5.18]. Indeed as in [59, Lemma 1.4], one only needs \(\delta\)-separation is the parameter space, i.e. \(\|w - w'\| \geq \delta\) in the case at hand.

The final estimate \(D_\varepsilon \ll \varepsilon^{-*}\) follows from \(D_\varepsilon \ll \varepsilon^{-*}\) and the fact that the implied constant in [60, Lemma 5.18] is \(\ll \varepsilon^{-*}\). This follows from the proof of [60, Lemma 5.18], see in particular [59] pp. 1252–1253. \(\square\)

Proof of Lemma B.2. Throughout the argument, \(D\) will be assumed to be a large constant which is allowed to depend (polynomially) on \(1/\varepsilon\) and \(\Upsilon\).

Let \(b \geq b_0\) be the largest dyadic number where the lemma fails; taking \(D\) large enough, we assume that \(b\) is small compared to absolute constants whenever necessary. Let \(A = (Db^{-3\varepsilon})^{1/\alpha}\) and \(\lambda = b^{2\varepsilon/\alpha}\). By the choice of \(b\), there exists \(\mu \geq D b^{\alpha - 7\varepsilon} = A^\alpha \lambda^{2\alpha} b^\alpha\) and a subset \(E' \subset E\) with \(\# E' > b^\varepsilon \cdot (\# E) = D^{1/3} A^{-\alpha/3} \cdot (\# E)\) so that for all \(w \in E'\), we have

\[
|\Xi^b(w) \cap \{ q \in \mathbb{R}^2 : m^b_\rho(q) \geq \mu \}| \geq \lambda |\Xi^b(w)|.
\]

For every \(w \in r\) and dyadic numbers \(t, \delta \in (b, 1]\), define

\[
E_{\delta, t}(w) = \left\{ w' \in E : \Xi^b(w) \cap \Xi^b(w') \neq \emptyset, \quad t \leq \| w - w' \| < 2t, \quad \delta \leq \Delta(w - w') < 2\delta \right\}.
\]

Define \(E_{b, t}(w)\) similarly, except in this case no lower bound is assumed for \(\Delta\), that is, we only assume \(\Delta(w - w') < 2b\).
For every $F \subset E$, define $m^*_\rho(q|F) = \rho\{|w' \in F : q \in \Xi'(w')\}$. Replacing the use of \[30\] Lemma 3.6 with \[B.5a\] and \[B.5b\], one may argue as in the proof of \[30\] Eq. (5.4) and conclude the following. There exist absolute constants $C, C_1 \geq 1, E \subset E'$ with $\#E \geq C^{-1}|\log b|^{-C} \cdot (\#E')$, and some dyadic number $n \in \{1, \ldots, \delta/b\}$, so that if we put

\[(B.7) \quad \lambda_\delta = |\log b|^{-C} \cdot \frac{\lambda_\delta}{Cnb}, \quad A_\delta = C|\log b|^{-C} \cdot \frac{A_\delta}{nb}, \]

and $\mu_\delta = |\log b|^{-C} \cdot \frac{\mu_\delta}{C^2}$, then for all $w \in E$ we have

\[(B.8) \quad |\Xi^\delta(w) \cap \{q \in \mathbb{R}^2 : m^C_{\rho}(q|E_{\delta,t}(w)) \geq \mu_\delta\}| \geq 2\lambda_\delta|\Xi^\delta(w)|,
\]

see \[30\] Eq. (5.12)]. Note also that $\mu_\delta \gg |\log b|^{-A_\delta^3} C_\delta^{-2\alpha}$. Fix a large dyadic number $N \geq 2$, in particular, $N\delta \geq 2b$. Now \[B.8\] and the inductive hypothesis (recall the choice of $b$), imply that there exists a subset $E' \subset E$ with $\#E' \gg \#E$ so that for all $w \in E'$, we have

\[(B.9) \quad |\Xi^\delta(w) \cap \{q \in \mathbb{R}^2 : \mu_\delta \leq m^C_{\rho}(q|E_{\delta,t}(w)) \leq m^N_{\rho}(q) \leq M_\delta\}| \geq \lambda_\delta|\Xi^\delta(w)| \]

where $M_\delta = A_\delta^3 (\lambda_\delta/CN)^{-2\alpha} \ll |\log b|^{-A_\delta^3} \mu_\delta$, see \[30\] Eq. (5.14)).

Let $\{B_z(w, 0.1t)\}$ be a covering of $E'$ chosen so that $\{B_z(w, 2.1t)\}$ has bounded multiplicity. Replacing $E'$ with a subset whose $\rho$ measure is $\geq 0.5\rho(E')$, we assume that $\rho(B_z(w, 0.1t) \cap E') \gg t^3 \rho(E')$ for all $z \in E'$.

Let $i_0$ be so that $\rho(B_{i_0}(w, 0.1t) \cap E')/\rho(B_{i_0}(w, 2.1t))$ is maximized. Put $W := B_{i_0}(w, 0.1t) \cap E'$ and $B := B_{i_0}(w, 2.1t)$.

Replacing $W'$ by a subset $W \subset W'$ with $\rho(W) \geq 0.5\rho(W')$, we may assume that for all $z \in \Xi^\delta(w)$ there is a dyadic cube $Q(z)$ of side-length $\delta$ which contains $z$ and $\rho(Q(z) \cap W) \gg (\delta/t)^3 \rho(W) \gg |\log b|^{-A_\delta^3} \rho^3$. Note also that since the covering $\{B_{i_0}(w, 2.1t)\}$ has bounded multiplicity, we have

\[\rho(W) \geq 0.5\rho(W') \gg |\log b|^{-A_\delta^3} \rho^3(B).\]

By the definition, $(W, B)$ is $t$-bipartite, see \[B.6\]. Moreover, for all $w \in W$, we have $E_{\delta,t}(w) \subset B$. Hence,\n
\[(B.10) \quad m^C_{\rho}(q|E_{\delta,t}(w) \cap B) = m^C_{\rho}(q|E_{\delta,t}(w)) \]

for all $w \in W$ and $q \in \mathbb{R}^2$. We conclude from \[B.10\], \[B.9\], and \[B.1\] that

\[|\log b|^{-A_\delta^3} C_\delta^{-2\alpha} \ll \mu_\delta \leq m^C_{\rho}(q|E_{\delta,t}(w) \cap B) \ll \rho(B) \ll t^3;\]

therefore, $\delta$ is much smaller than $t$ if $D$ is large enough, see \[B.7\] and recall that $A = (Db^3)^{1/\alpha}$ and $0 < \lambda_\delta \leq 1$.

Since $W \subset E'$, \[B.9\] and \[B.10\] imply that for all $w \in W$, we have

\[(B.11) \quad |\Xi^\delta(w) \cap \{q \in \mathbb{R}^2 : \mu_\delta \leq m^C_{\rho}(q|E_{\delta,t}(w) \cap B) \leq m^N_{\rho}(q) \leq M_\delta\}| \geq \lambda_\delta|\Xi^\delta(w)|.\]

Assuming $N$ is large enough, depending on $C_1$, \[B.11\] implies that every $w \in W$ supplies $\lambda_\delta \sqrt{t/\delta}$ incomparable $(\delta, t)$-rectangles each of which is
$N/2$-tangent to $\Xi(w)$ and has type $\geq \mu_\delta$ with respect to $B$ where the type refers to $N$-tangency. From this, we conclude that there are

$$
\gg |\log b|^{-r} \rho(W) \lambda_\delta \sqrt{1/\delta} / \nu_\delta
$$

incomparable $(\delta, t)$-rectangles of type $(\geq \nu_\delta, \geq \mu_\delta)$ with respect to $\rho$, $W$, and $B$ where $b^4 \leq \nu_\delta \leq M_\delta$ is a dyadic number and type refers to $N$-tangency. Comparing this bound with the bound given by Lemma B.3 yields a contradiction and finishes the proof, see [30, pp. 20–21].

The assertion $D \ll \varepsilon^{-*} \gamma^{-*}$ follows from the above outline, together with the fact $D_\varepsilon$ in Lemma B.3 is $\ll \varepsilon^{-*}$. $\square$

We now turn to the proof of Theorem B.1. The argument is a slight modification of the proof of [30, Thm. 7.2].

**Proof of Theorem B.1.** Assume that the conclusion of the theorem fails for some $C$. That is, there exists a subset $J \subset [0, 1]$ with $|J| > Cb^\varepsilon$ so that for all $r \in J$ we have

(B.12) \[ \rho(E'_r) \geq Cb^\varepsilon \]

where $E'_r = \{w \in E : m^b_\rho((r, \xi_r(w))) > Cb^\alpha - \varepsilon\}$. We will get a contradiction if $C$ is large enough.

Let $\hat{E}$ be as in Lemma B.2 applied with $8b$, then $\rho(\hat{E}) \geq 1 - (8b)^\varepsilon$. This and (B.12) now imply that for every $r \in J$, we have $\rho(\hat{E} \cap E'_r) \geq Cb^\varepsilon / 2$ so long as $C \geq 16$.

We conclude that

$$
0.5C^2 b^{2\varepsilon} \leq \int_J \rho(\hat{E} \cap E'_r) \, dr
\leq \int_{\hat{E}} \left| \{r : m^b_\rho(r, \xi_r(w)) > Cb^\alpha - \varepsilon\} \right| \, d\rho.
$$

Therefore, there exists some $w_0 \in \hat{E}$ so that

(B.13) \[ \left| \{r \in [0, 1] : m^b_\rho((r, \xi_r(w_0))) > Cb^\alpha - \varepsilon\} \right| \geq 0.5C^2 b^{2\varepsilon}. \]

For every $r \in [0, 1]$, let $L_r := \{(r, s) : s \in \mathbb{R}\}$ be a vertical line, and let $I \subset L_r$ be an interval of length $b$ containing $(r, \xi_r(w_0))$. Put

$$
I_{+, b} = \{(q_1, q_2) \in [r - b, r + b] \times \mathbb{R} : \exists (r, s) \in I, |q_2 - s| \leq b\}. \quad \text{If } (q_1, q_2) \in I_{+, b}, \text{ then } |q_1 - r| \leq b \text{ and } |q_2 - \xi_r(w_0)| \leq 2b. \text{ Therefore,}
$$

$$
|q_2 - \xi_{q_1}(w_0)| \leq |q_2 - \xi_r(w_0)| + |\xi_r(w_0) - \xi_{q_1}(w_0)| \leq 8b.
$$

We conclude that $(q_1, q_2) \in \Xi^{8b}(w_0)$. This and $m^b_\rho((r, \xi_r(w_0))) > Cb^\alpha - \varepsilon$ imply that for every $q \in I_{+, b}$, we have

(B.14) \[ m^b_\rho(q) \geq \rho(\{w' \in E : (r, \xi_r(w')) \in I\}) \geq Cb^\alpha - \varepsilon. \]
POLYNOMIAL EFFECTIVE DENSITY

Combining (B.13) and (B.14), we obtain that
\[|\Xi_{8b}(w_0) \cap \{q \in \mathbb{R}^2 : m_\rho^{8b}(q) \geq Cb^{a-7\varepsilon}\}| \gg Cb^{1+2\varepsilon}\]
\[\gg Cb^{2\varepsilon}|\Xi_{8b}(w_0)| > b^{2\varepsilon/\alpha}|\Xi_{8b}(w_0)|.\]

where the implied constant is absolute, and we assume \(C\) is large enough so that the final estimate holds — recall that \(0 < \alpha \leq 1\).

This contradicts the fact that \(w_0 \in \hat{E}\) and finishes the proof. \(\square\)

Proof of Theorem 5.2. Fix some \(\kappa\). We may assume \(b\)'s are dyadic numbers, in particular \(b_i = 2^{-\ell_i}\), for \(i = 0, 1\). Let \(\ell_2\) be so that
\[\sum_{\ell_1 \leq \ell_2} C\kappa \cdot \frac{1}{2^{\alpha \ell}} < 0.1 \cdot \min\{|J|, 1\}.\]

Let \(J' = \bigcap_{\ell_1 \leq \ell_2} J_{2^{-\ell}}\). Then the choice of \(\ell_2\) and Theorem B.1 imply that \(|J'| \geq 0.9|J|\).

For every \(r \in J'\), let \(E_r = \bigcap_{\ell_1 \leq \ell_2} E_{2^{-\ell}r}\). Then by Theorem B.1 \(\rho(E_r) \geq 0.9\). Moreover, for all \(w \in E_r\) and all \(\ell_2 \leq \ell \leq \ell_0\) we have
\[\rho(\{w' \in E : |\xi_r(w') - \xi_r(w)| \leq 2^{-\ell}\}) \leq C\kappa \cdot 2^{7\alpha - \ell_1} \cdot (\ell_1 - \ell).\]

The above implies that Theorem 5.2 holds true with \(J'\) and \(E_r\) if we increase \(C\kappa\) to account for all \(b \geq 2^{-\ell_2}\). \(\square\)

Appendix C. Proof of Lemma 5.3

We will prove Lemma 5.3 in this section. As was mentioned before, the proof is taken from [6, Lemma 5.2], see also [5]; we reproduce the argument to explicate the stated bounds on \(b_1\).

Proof of Lemma 5.3. We identify \(r\) with \(\mathbb{R}^3\). By a dyadic cube we mean a cube
\[\left[\frac{n_1}{2^k}, \frac{n_1+1}{2^k}\right] \times \left[\frac{n_2}{2^k}, \frac{n_2+1}{2^k}\right] \times \left[\frac{n_3}{2^k}, \frac{n_3+1}{2^k}\right]\]
for an integer \(k \geq 0\) and \(0 \leq n_i < 2^k\).

Let \(\rho\) denote the uniform measure on \(F\). Let \(b \geq (\#F)^{(1+\varepsilon)/\alpha}\) and \(w \in \mathbb{R}^3\), then
\[b^{-\alpha} \rho(B(w, b)) \leq \frac{1}{\#F} \left( b^{-\alpha} + \sum_{w' \in B(w, b), w' \neq w} \|w - w'\|^{-\alpha} \right) \]
\[\leq \frac{1}{\#F} \left( b^{-\alpha} + (\#F)^{1+\varepsilon} \right) \]
\[\leq 2 \cdot (\#F)^\varepsilon. \]

Let \(b = (\#F)^{-1}\). Using the Besicovitch covering lemma and the fact that \(\rho\) is probability measure, we conclude from (C.1) that \(F\) contains a subset \(\hat{F}\) of \(b\)-separated points with
\[\#\hat{F} \gg b^{\varepsilon - \alpha}\]
where the implied constant is absolute.

Arguing as in the proof [6, Lemma 5.2], see also [5], with \( \hat{F} \) and \( \alpha - \varepsilon \), there exists some \( T \), depending on \( \varepsilon \), and a subset \( F_1 \subset \hat{F} \), with

\[
(C.2) \quad \# F_1 \geq \hat{C} b^{2\varepsilon - \alpha}
\]

so that the following holds. Let \( k_1 = \lceil -\log_2(b)/T \rceil \), then there exist integers \( R_1, \ldots, R_{k_1} \) with \( 1 \leq R_\ell \leq 2^T \) so that every \( 2^-\ell T \)-cube which intersects \( F_1 \) contains exactly \( R_{\ell + 1}, 2^{-(\ell + 1)T} \)-cubes which intersect \( F_1 \).

Since each remaining \( 2^{-(k_1 T)} \)-cube contains exactly one point, we have

\[
(C.3) \quad \sum_{\ell=1}^{k_1} \log_2 R_\ell = \log_2(\# F_1) \geq (\alpha - 2\varepsilon)T(k_1 - 2)
\]

where we assume \( T \) is large enough to account for the constant \( \hat{C} \).

For every \( k > \lfloor k_1 \varepsilon \rfloor =: k_0 \), let

\[
M_k = \min_{k_0 < \ell \leq k_1} \frac{1}{\ell - k} \sum_{\ell} \log_2 R_\ell.
\]

Let \( k_2 \) be the smallest integer so that \( M_{k_2} \geq (\alpha - 20\varepsilon)T \) if such exists, else let \( k_2 = k_1 \). We claim

\[
(C.4) \quad \varepsilon k_1 \leq k_2 \leq \frac{3-\alpha+5\varepsilon}{3-\alpha+20\varepsilon} k_1
\]

The lower bound follows from the definition of \( k_2 \), we show the upper bound. First note that if \( k_2 = k_0 + 1 \), there is nothing to prove; suppose thus that \( k_2 > k_0 + 1 \). Then for every \( k_0 < i < k_2 \), there is some \( i < i' \leq k_1 \) so that \( \sum_{\ell=1}^{i'} \log_2 R_\ell \leq (\alpha - s + \varepsilon)T(i - i') \); thus there is \( k_2 \leq k \leq k_1 \), so that

\[
\sum_{\ell=k_0+1}^{k} \log_2 R_\ell \leq (\alpha - 20\varepsilon)T(k - k_0).
\]

This, \( (C.3) \), and the fact that \( \log_2 R_\ell \leq 3T \) for all \( \ell \) imply that

\[
3Tk_0 + (\alpha - 20\varepsilon)T(k - k_0) + 3T(k_1 - k) \geq 3Tk_0 + \sum_{\ell=k_0+1}^{k} \log_2 R_\ell + 3T(k_1 - k) \geq \sum_{\ell=1}^{k_1} \log_2 R_\ell \geq (\alpha - 2\varepsilon)T(k_1 - 2);
\]

we conclude that \( k(3 - \alpha + 20\varepsilon) \leq k_1(3 - \alpha + 5\varepsilon) \). This finishes the proof of \( (C.4) \) as \( k_2 \leq k \).

Let now \( D \) be any \( 2^{-k_2 T} \)-cube which intersects \( F_1 \). Let \( k_2 < \ell \leq k_1 \), and let \( D' \subset D \) be a \( 2^{-\ell} \)-cube. Then

\[
\#(D' \cap F_1) \leq (\#(D \cap F_1)) \cdot \prod_{i=k_2+1}^{\ell} R_i^{-1}.
\]
Since $\sum_{k_2} \log_2 R_i \geq (\alpha - 20\varepsilon) T(\ell - k_2)$, we conclude that
\[
\frac{\#(B(w,b) \cap D \cap F_1)}{\#(D \cap F_1)} \leq C'(b/2-Tk_2)^{\alpha-20\varepsilon}
\]
for all $b \geq (\#F)^{-1}$ where $C' \ll \varepsilon^{-\ast}$ with absolute implied constants.

Let $F' = D \cap F_1$, and let $w_0 \in D \cap F_1$. The lemma holds with $w_0$, $b_1 = 2^{1-Tk_2}$, and $F' = D \cap F_1 \subset B(w_0, b_1)$.
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